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Welcome

Bienvenidos

Letter from the Editor

Welcome to Hawaii

On behalf of the Staff and the IBFR, I welcome you to Honolulu, Hawaii and the 2012
Global Conference on Business and Finance. We hope you have a productive conference
and enjoy your time in Hawaii. If we can be of any assistance to you during your time
in Hawaii please do not hesitate to contact us.

We all know that college professors must balance their teaching, research, and service
obligations. Finding the right forum to share and obtain feedback on our research, new
teaching techniques, and innovative administrative processes can be challenging at
times. The Institute for Business and Finance Research was created to facilitate your
work by providing an environment conducive to knowledge and experience sharing. We
encourage the academic community to come and share their work at our conferences and
Journals. We welcome articles which are of interest to scholars and practitioners in all
fields of business, economics and related fields.

The 2012 Hawaii GCBF represents a long term commitment to bring individuals from
around the world together to share their ideas and promote research on business and
finance. The response to the conference has been outstanding. We wish to thank you
for selecting the GCBF as your research outlet. We also wish to thank the many people
that have contributed to making the conference a success. We are delighted to report that
the conference is truly a global conference. We have participants from all corners of the
globe at this event. These individuals come from a variety of high quality institutions
and will present work on a broad mix of academic issues.

We are proud to announce two upcoming conferences. Our 13th conference will be held
in San Jose, Costa Rica, May 22-25, 2012 at the Ramada Plaza Herradura Hotel and
Conference Center. Our 14th conference will be held in Las Vegas, Nevada, USA at the
Flamingo, Las Vegas Hotel from January 2-5, 2013. We hope that you are able to join
us at these events.

We hope you take the time to enjoy the hotel facilities as well as to take in Honolulu
and the surrounding countryside. Hawaii is a wonderful destination with much to offer.
We recognize that in addition to presenting research and participating in the conference
activities, it is also important to relax and rejuvenate yourself. Have some fun! You
deserve it! We hope that you will go home refreshed and with a sense of accomplishment.

Warmest Regards,

Mencedes Galbent

Conference Chair




Welcome

Bienvenidos

Carta del Editor

Bienvenidos a Hawaii

El Instituto y su personal les da la bienvenidos a Honolulu, Hawaii y al 2012
Global Conference on Business and Finance. Esperamos que su participacion sea
productiva y que disfruten Hawaii.

Todo profesor de educacion superior debe encontrar un balance entre su rol
como educador, investigador y como servidor a su comunidad y su universidad.
Encontrar un foro donde podamos compartir y obtener retroalimentacion sobre
nuestra investigacion, nuevas técnicas de educacion, procesos administrativos
innovadores es retador. El Institute for Business and Finance Research (IBFR) fue
creado para facilitar el trabajo del profesional en educacion superior, profesional
del sector publicos y profesional del sector privado al crear una plataforma global
conducente al enriquecimiento de nuestro conocimiento a través de:

1. La exposicion de trabajos investigativos en todas las areas académicas de las
ciencias administrativas, ciencias econdémicas, financieras, etc.;

2. La exploracion de nuevos avances tecnologicos, tedricos, pedagogicos;

3. El intercambio de conocimiento en una plataforma verdaderamente global.

Los Congresos GCBF representa un compromiso a larga plazo para unir a nuestros
colegas de todos los continentes en nuestros congresos y compartir nuestras
ideas, investigacion y cultura en una plataforma bilinglie. Deseamos agradecer
su participar, la cual hace realidad nuestro objetivos; el realizar un Congreso
realmente Global con participacion de educadores y profesionales de todos partes
del mundo.

Con gran alegria anunciamos nuestros proximos Congresos . Nuestro congreso de
inverno se realizara en San Jose, Costa Rica del 22 al 25 de mayo y en Las Vegas
Nevada del 2 al 5 de enero de 2013. Sera un placer el contar con su participacion
nuevamente.

Deseamos que disfruten su estancia en el Hotel y que tengan la oportunidad de
explorar Las Islas de Hawaii. Sabemos que ademas de exponer sus trabajos, es
también importante tomar tiempo para relajarse, rejuvenecerse y conocer sobre
otras culturas, tradiciones, etc. Esperamos que al regresar a sus hogares e
instituciones se sientan rejuvenecidos y satisfechos con sus alcances y aprendizaje
durante el Congreso.

Estamos para asistirles durante el congreso y el futuro.

Saludos Cordiales,

Mencedes Jalbent

Conference Chair
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RISK ANALYSIS VIA REGRESSION QUANTILES -
EVIDENCE FROM INTERNATIONAL EQUITY
MARKETS

Hongtao Guo, Salem State University
Miranda S Lam, Salem State University
Guojun Wu, University of Houston
Zhijie Xiao, Boston College

ABSTRACT

In this paper we study risk management based on a robust method via quantile regression. Unlike the
traditional VaR estimation methods, the quantile regression approach allows for a general treatment on
the error distribution and is robust to distributions with heavy tails. The empirical application to five
international equity indexes confirms this.

JEL: G110; G150; C18
KEYWORDS: Value at risk, international equities, risk analysis
INTRODUCTION

The Value-at-Risk (VaR) is the loss in market value over a given time horizon that is exceeded with
probability p, where p is often set at 0.01 or 0.05. In recent years, VaR has become a popular tool in the
measurement and management of financial risk. This popularity is spurred both by the need of various
institutions for managing risk and by government regulations [see Dowd (1998), Saunders (1999)].

Although VaR is a relatively simple concept, its measurement is in fact a challenging task. In particular,
there is little research on how good these VaR estimates are. Currently there are two broad classes of
methods in estimating VaR [see Beder (1995) and Duffie and Pan (1997) for surveys on this topic]. The
first approach is based on the assumption of a conditionally normal stock return distribution. The
estimation of VaR is equivalent to estimating conditional volatility of returns. Since there is a large and
growing literature on volatility modeling itself, this class is indeed a large and expanding world. There
has been accumulated evidence that portfolio returns are usually not normally distributed. In particular, it
is frequently found that market returns display negative skewness and excess kurtosis in the distribution
of the time series. These findings suggest that VaR estimation by a more robust method is needed. The
second class of VaR estimators is based on computing the empirical quantile nonparametrically; for
example, using rolling historical quantiles. Other approaches in estimating VaR include the hybrid
method by Boudoukh, Richardson and Vhitelaw (1998), and the method based on the extreme value
theory [see, for example, Boos (1984), McNeil (1998), and Neftci (2000)].

We believe that the quantile regression method is well suited for estimating VaRs. Quantile regression
was introduced by Koenker and Bassett (1978) and has now become a popular robust approach for
statistical analysis. Just as classical linear regression methods based on minimizing sums of squared
residuals enable one to estimate models for conditional mean functions, quantile regression methods offer
a mechanism for estimating models for the conditional median function and the full range of other
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conditional quantile functions. In recent years, quantile regression has been extended to time series
models. In particular, Koul and Saleh (1992) studied quantile regression methods for autoregressive
processes and Koul and Mukherjee (1994) studied quantile regression in long-memory models. Koenker
and Zhao (1996) extended quantile regression to ARCH models. Engle and Manganelli (1999) propose a
CaVaR model based on the regression quantiles.

In this paper, we estimate VaR via quantile regression ARCH models. This model has the advantage that
its statistical property and computation methods are well developed and are very efficient. The estimation
procedure can be easily implemented on a regular personal computer. The estimation programs are
available in standard statistical packages such as S-Plus, and can also be easily written in other
programming languages. In addition, since GARCH models can be asymptotically represented by ARCH
processes, an ARCH model with an appropriate chosen number of lags can practically provide a good
approximation.

The SEC requires that for each category for which VaR disclosures are required, an institution must
provide not only information about the level of estimated VaRs, but also the distribution of the value at
risk amounts [see Blankley, Lamb and Schroeder (2000) for more detailed description of the SEC
disclosure requirements]. Current VaR estimation methods generally do not provide a systematic way to
measure how good the VaR estimates are. Mostly they assume that the estimated parameters have
asymptotically normal distribution and symmetric confidence bands are constructed around the VaR point
estimate. Pioneering work in this area includes Kupiec (1995), Hendricks (1996), Lopez (1998) and
Dowd (2000). In a limited sample, however, this method may not be appropriate. Beder (1995), for
example, applied different VaR estimation methods to three hypothetical portfolios and found huge
variations in estimated VaR for the same portfolios. Accurate estimation of the conditional probability
distribution of portfolio returns is very important in risk management. Obviously, a robust method for
estimating VaR and the associated confidence bands are necessary if these estimates are to be useful for
risk management purposes.

The remainder of the article is organized as follows. Section 2 motivates and describes the quantile
regression approach to VaR, estimation. Section 3 provides data descriptions and conducts the estimation.
Empirical results regarding estimated VaR and model performance are reported and discussed. Finally,
Section 4 contains the concluding remarks.

ESTIMATING VAR BY REGRESSION QUANTILES

In this paper, we consider a return process {r;} generated by the following regression model with
conditional heteroscedasticity

e = aa'x; +u; (1)
where the error term satisfies
U = (Yo + 71 g1l +... g |ut—q|) &, (2)

with y, > 0, (yl,...,yq) "€ iRi’rthen this is a time series with ARCH effect. Here we assume that the
innovations {&€; } have a general distribution F. In model (1), x; is the vector of regressors which may
include lag values of the dependent variable 7
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. By definition, the conditional value at risk (VaR) at p-percent level is

-VaRy(p) = ad'xe + (yo + V1 lueil +. .. +yg [ue—g DF M) = ad'x, +y(p)' Zy, 3)
Where

Zt: (1; Iut—ll yrry |ut—q| )’

and

Y®)' =(voy1 - - Y)F (D).

Quantile regression provides a direct approach of estimating the y(p) and other parameters, thus delivering
an estimator of VaR,(p). In particular, the ARCH parameters, y(p) can be estimated by
the following problem

X

t e{t:u, = ziy}

2

e < zyy ToPle— zevll (&)

7 (p)=arg min [ plue- ziyl + _
y € SRk t e {t
In practice, we can replace u; and Z; by their (say, OLS) estimators and, under mild regularity conditions,
the resulting ¥(p) is still a root-n consistent estimator of y (p).

Given the models (1) and (2), if the lags are correctly selected we should have Pr { r.<VaR;(p)} = p at the
true parameter. As a result, {e; ‘e, =1 [r; <-VaR; (p)] - p} should be i.i.d. In contrast, when the lags are
incorrectly chosen, {e,} will be serially dependent. Therefore, to test the adequacy of lag choice, it
suffices to check whether {e;} isi.i.d.

There have been several statistical procedures for testing the i.i.d. assumption. In the case of Gaussian
time series, the standardized spectral density captures all serial dependencies. Consequently, any
deviation of the spectral density from uniformity is an evidence of serial dependence and thus we can test
serial dependence in {e;} using the standardized spectral density approach (Hong 1996). More generally,
for non-Gaussian time series, the higher order spectral method or the generalized spectral method may he
used in testing serial dependence (Hong 1999). [see also Cowles and Jones (1937), Ljung and Box
(1978), etc., for related topics.]

Another popular method that is frequently used in selecting lag length is to conduct sequential tests for
the significance of the coefficients on lags. Such an approach also provides a model selection strategy
which chooses between a model with, say, k lags and a model with q=k + [ lags. Koenker and Zhao (1996)
show that a x? test can be constructed for hypothesis of the type Hy: R,= 0. Under Ho, the following
Wald statistic converges to a centered chi-square distribution with s degrees of freedom (where s is the
number of restrictions)

T, = n®~*(R7(p))' [RDT ' Do DT R ™' RY (1), &)
where o’ = p(I— p)/ f(F~Y(p))?, Dy = EZZ' and D, = EZZ'/5. This procedure can be applied to testing the
significance of lag coefficients. If we are choosing between & lags and ¢ = k£ +1 lags, let R be a diagonal

matrix with the k+1 to g-th diagonal elements equal to ones and others equal to zeros,

R=diag/0,. . .,0,1,. .., 1], (6)
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then the corresponding statistic Tj, in (5) can be used in testing the significance of coefficients yy 41 ,. - .
,¥q- In practice, we generally select a priori a big enough numberqyy,,, , then we choose the lag length
from possible values {1, . . ., @max}- The procedure starts with the most general model which has g4y
lags and tests whether the last lag coefficient is significant. If it is, then g4, is chosen. Otherwise, we
estimate the model with q,,,4,- 1 lags. This is a sequential procedure which is repeated until a rejection
occurs.

EMPIRICAL ESTIMATION AND RESULTS

Data and Estimation Procedure

The data used in the following empirical analysis are the weekly return series, from September 1976 to
August 1999, of five major world equity market indexes: the U.S. S&P 500 Composite Index, the
Japanese Nikkei 225 Index, the UK. FTSE 100 Index, the Hong Kong Hang Seng Index, and the
Singapore Strait Times Index. The FTSE 100 Index data are from January 1983 to September 1999. Table
1 reports some summary statistics of the data.

Table 1: Summary Statistics of the Data

S&P 500 Nikkei 225 FTSE 100 Hang Seng SingaporeST
Mean 0.0016 0.0011 0.0023 0.0029 0.0015
Std. Dev 0.0211 0.0242 0.0218 0.0393 0.0326
Max 0.0818 0.1214 0.0982 0.1542 0.1096
Min -0.1666 -0.1089 -0.1782 -0.3497 -0.4747
Skewness -0.5343 -0.2873 -1.0405 -1.1830 -2.6771
Excess Kurtosis 3.3987 3.1968 8.4345 7.0583 37.9887
AC(1) 0.0045 -0.0366 0.0534 0.1162 0.0685
AC(2) 0.0005 0.0971 0.0523 0.0922 0.0072
AC(3) 0.0084 0.0247 -0.0181 -0.0016 0.0324
AC4) -0.0082 -0.0417 -0.0190 -0.0677 0.0101
AC(5) -0.0215 -0.0057 -0.0084 -0.0470 0.0448
AC (10) -0.0256 -0.0167 0.0125 -0.0241 -0.0213

This table shows the summary statistics for the weekly returns of five major equity indexes of the world. AC(k) denotes autocorrelation of order k.
The sample period is from September 1976 to August 1999, except for FTSE 100 which starts in January 1983. The source of the data is the
online data service Datastream.

The mean weekly returns of the five indexes are all over 0.1% per week, with the Hang Seng Index
producing an average return of 0.29% per week, an astonishing 32-fold increase in the index level over
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the 24-year sample period. In comparison, the Nikkei 225 index only increased by 3-fold. The Hang
Seng's phenomenal rise does not come without risk. The weekly sample standard deviation of the index is
3.93%, the highest of the five indexes. In addition, over the sample period the Hang Seng suffered four
larger than 15% drop in weekly index level, with maximum loss reaching 35%, and there were 23 weekly
returns below -10%! As has been documented extensively in the literature, all five indexes display
negative skewness and excess kurtosis. The excess kurtosis of Singapore Strait Times Index reached
37.99, to a large extent driven by the huge one week loss of 47.47% during the 1987 market crash. The
autocorrelation coefficients for all five indexes are fairly small. The Hang Seng Index seems to display
the strongest autocorrelation with the AR(1) coefficient equal to 0.116 and AR (2) coefficient equal to
0.092.

For each time series, we first conduct model specification analysis and choose the appropriate lags for the
mean equation and the ARCH component. Based on the selected model, we use Equation (1) to obtain a
time series of residuals. The residuals are then used in the ARCH VaR estimation described in (4). The
estimated VaRs are plotted and analyzed.

Model Specification Analysis

We conduct sequential tests for the significance of the coefficients on lags. The inference procedures we
use here are asymptotic inferences. For estimation of the covariance matrix, we use the robust HAC
(Heteroskedastic and Autocorrelation Consistent) covariance matrix estimator of Andrews (1991) with
the data-dependent automatic bandwidth parameter estimator recommended in that paper. First of all, we
choose the lag length in the autoregression,

Tp=Qo T ATt . T AT sTU, (7

using a sequential test of significance on lag coefficients. The maximum lag length that we start with is s
= 9, and the procedure is repeated until a rejection occurs. The t-statistic of the coefficient with the
maximum number of lags does not become significant until s =1, the 9th round. The preferred model is an
AR(1) model.

Our next task is to select the lag length in the ARCH effect

up = Vo4 1q ue_g [+, .+ Vlue_g)eey. (®)
Again, a sequential test is conducted using the results of (5). To calculate the #-statistic, we

need to estimate w?=p (1-p)/f(F ~1(p))?. There are many studies on estimating f{F ~1(p)),
including Siddiqui (1960), Bolinger (1975), Sheather and Maritz (1983).

Notice that

arFr ) 1
ac fFT@)°

€

following Siddiqui (1960), we may estimate (9) by a simple difference quotient of the empirical quantile
function. As a result,

—~ 2hy,
S~ (@) F=1 (t+ hy)— F~1 (t— hy)’ -
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where F~(2) is an estimate of F'(z) and h,, is a bandwidth which goes to zero as n—oo. A bandwidth
choice has been suggested by Hall and Sheather (1988) based on Edgeworth expansion for studentized
quantiles. This bandwidth is of order n~1/3 and has the following representation

hys = z2/3[1.5s(t)/s" (1)]Y/3n~1/3, (11)

where z,  satisfies ®(zy )= 1-a/ 2 for the construction of 1 - a confidence intervals. In the absence of
additional information, s(?) is just the normal density. Starting with g,,,, =10, a sequential test was
conducted. We see that in the fourth round, the #-statistic on lag 7 becomes significant. The sequential test
stops here, and it suggests that ARCH(7) is appropriate.

Based on the model selection tests, we decide to use the AR(1)-ARCH(7) regression quantile model to
estimate 5% VaR for the S&P 500 index. We also conduct similar tests on the 5% VaR models for other
four indexes and on the 1% VaR models for all five indexes. To conserve space we do not report the
entire testing process in the paper. The results are available from the author. The mean equations
generally have one or two lags, except the Hang Seng Index, which has a lag of 4 and displays more
persistent autoreggressive effect.

For the ARCH equations, at least 6 lags are needed for the indexes. The longest lag, at 10, is for the 10%
ARCH VaR model for the S&P 500 index. The 1% VaR models require at least as many lags in the
ARCH equation as the 5% VaR model. For the Nikkei 225 and FTSE 100 indexes, the lengths of the
ARCH lags are the same for the 1% and 5% VaR models. Since the estimation program for the regression
quantile VaR model is very efficient, lags up to 10 in the ARCH equation are very easy to handle.

Estimated VaRs

The estimated parameters for the constant term for the five indexes is between 0.1% for the Nikkei to
0.26% for the Hang Seng. The Hang Seng seems to display the strongest autocorrelation and this is
reflected in the 4 lags chosen by the sequential test. The coefficients on the lagged absolute residuals are
mostly positive. The negative coefficients are all statistically insignificant, with the exception of one.

U.S. — S&P 500 INDEX Based on our model, for the 5% VaR, the estimated VaRs generally range
between 2.5% and 5%, but during very volatile periods they could jump over 10%, as happened in
October 1987. The 1% VaRs lie above the 5% VaRs. The two series overlap each other most of the time,
but they are very much separate from each other from 1992 to 1994 when overall market volatility is
relatively low. During high volatility periods, there is high variation in estimated VaRs and 5% and 1%
VaRs overlap each other more often. Certainly on a particular date, the 1% VaR lies above the 5% VaR.

JAPAN-NIKKEI 225 INDEX The estimated weekly 5% and 1% VaRs for the Nikkei 225 Index are quite
stable and remain at the 4% and the 7% level from 1976 till 1982. Then the Nikkei 225 Index took off and
appreciated about 450% over the next eight years, reaching its highest level at the end of 1989. This quick
rise in stock value is accompanied by high risk, manifested here by the more volatile VaR series. In
particular, the VaRs fluctuated dramatically, ranging from a low of 3% to a high of 15%. This volatility in
VaR may reflect both optimistic market outlook at times as well as worry about high valuation and the
possibility of a market crash. That crash did come in 1990, and ten years later, the Nikkei 225 Index still
hovers around at a level which is about half off the record high in 1989. The 1990s is far from a
rewarding decade for investors in the Japanese equity market. The mean annual return from the Nikkei
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225 Index is negative and risk is at a high level. Average weekly 5% VaR is about 5%, and about 7% for
the 1% VaR. The variation in both series is also very high, bouncing between 13.5% and -1%.

U.K. — FTSE 100 INDEX The estimated 5% and 1% VaRs for the U.K. Financial Times 100 Index
appreciated 7-fold over the 16-year sample. The 5% VaR is very stable and averages about 3%. They stay
very much within the 2% - 4% band, except on a few occasions, such as the 1987 global market crash.
The 1% VaR is also more stable than that of the Nikkei 225 Index, mostly ranging between 4% and 8%.
Compared with the SP 500 Index and the Nikkei 225 Index, the overlap between the 5% VaR and the 1%
VaR is minimal.

HONG KONG — HANG SENG INDEX The Hang Seng Index produces an average return of 0.29% per
week, an astonishing 32-fold increase in the index level over the 24-year sample period. The Hang Seng's
phenomenal rise does not come without risk. We mentioned above that the weekly sample standard
deviation of the index is 3.93%, the highest of the five indexes. In addition, the Hong Kong stock market
has had more than its fair share of the market crashes. If we define a market crash as having the main
index drop at least 15% in a week, then Hong Kong experienced four market crashes in 24-year sample
period. The average 5% VaR over the sample is about 7%, and the average 1% VaR is about 12%, both
the highest among the five indexes. The variation in the estimated VaR is huge, in particular the 1%
VaRs. It ranges from 0% to 34%, the largest of the five indexes.

SINGAPORE — STRAIT TIMES INDEX Interestingly, the estimated VaRs display a pattern very
similar to that of the U.K. FTSE 100 Index, although the former is generally larger than the latter. The
higher risk in the Singapore market did not result in higher return over the sample period. Among the five
indexes, the Singapore market suffered the largest loss during the 1987 crash, a 47.5% drop in a week.
The market has since recovered much of the loss. Among the five indexes, the Singapore market only
outperformed the Nikkei 225 Index over the entire 24-year sample period.

Performance of the ARCH Quantile Regression Model

In this section we conduct empirical analysis to help us understand the difference in dynamics between
VaRs estimated by regression quantiles and those by volatility models with the conditional normality
assumption. There are extensive empirical evidences supporting the use of the GARCH models in
conditional volatility estimation. Bollerslev. Chou, and Kroner (1992) provide a nice overview of the
issue. Furthermore, Engle and Ng (1993), Glosten. Jagannathan, and D. E. Runkle (1993), Bekaert and
Wu (2000), and others have demonstrated that asymmetric GARCH models outperform those that do not
allow the asymmetry, i.e., negative return shocks increase conditional volatility more than the positive
return shocks. Therefore we estimate asymmetric GARCH(1,1) models and then produce VaR estimates
by assuming conditional normality of the return(We also estimated several other ARCH models, with and
without the asymmetric volatility specification. The regular GARCH(1,1) and asymmetric GARCH(1,1) produce
similar performances in terms of the VaR test described below. Other models tend to underperform.)

We estimated the 5% VaRs of the S&P 500 Index estimated by the ARCH regression quantiles. and the
Asymmetric GARCH(1,1) model with the conditional normality assumptions. We see that these two
series actually track each other pretty well, although the VaR series estimated by regression quantile seem
to be higher than the GARCH VaR during low volatility periods. However, during very volatile markets,
as during the 1987 market crash, the GARCH plus normality approach produces much higher VaR
estimates. This could be due to the fact that large return shocks produce large volatility estimates in the
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GARCH setting. Value at risk after a market crash could be too high based on this approach. The quantile
regression approach seems to generate an increased VaR at a more reasonable level.

To measure the relative performance more accurately, we compute the percentage of realized returns that
are below the negative estimated VaRs. For the 1% VaR, the regression quantile method produces the
percentage that is closer to the 1% mark for all five series. The GARCH approach seems to underestimate
the VaRs consistently. For the 5% VaR, the regression quantile method produces the percentage that is
closer to the 5% mark for all series, except for the FTSE 100. But now the GARCH approach seems to
overestimate the VaRs consistently. To look at this more closely we extend the analysis for the S&P 500
Index. We estimate VaRs using the two methods at 2%, 4%, 6%, 10%, 15%. Now we have a total of 7
percentage levels. The regression quantile method produces the closest percentage at all percentage
levels, and the percentages scatter around the true value. However, the GARCH method seems to
underestimate VaRs for the smaller percentages (1% and 2%), and overestimate VaRs for the larger
percentages (larger than or equal to 4%).

The five indexes we analyzed are quite different in their risk characteristics as discussed above. The
ARCH quantile regression approach seems to be robust and can consistently produce very good estimates
of the VaRs at different percentage (probability) levels. The asymmetric GARCH model, being a very
good volatility model, is not able to produce good VaR estimates with the normality assumption. The
ARCH quantile regression model does not assume normality and is well suited to hand negative skewness
and heavy tails.

CONCLUSIONS

In this paper we estimate value at risk using the quantile regression approach pioneered by Koenker and
Bassett (1978). This method does not assume a particular conditional distribution for the returns. We
apply the model to five major equity indexes and found the method to be robust. These results regarding
VaR estimation may have important implications for risk management practices.
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CONVENIENCE YIELDS IN BULK COMMODITIES:
THE CASE OF THERMAL COAL

Jason West, Griffith University
ABSTRACT

This study advances the research on the convenience yield of bulk commodities with particular emphasis
on thermal coal. We extend the option model of Milonas and Thomadakis (1997) to estimate thermal coal
convenience yields using forward prices. We examine the business cycle of thermal coal in the presence
of both demand and supply shocks and find that the convenience yield for thermal coal exhibits seasonal
behavior. Convenience yields are negatively related to the inventory level of thermal coal despite the
inventory not being co-located at the point of consumption while convenience yields are positively related
to interest rates due to the business cycle. Our estimates of convenience yields for a bulk commodity such
as thermal coal is consistent with results for other commodities such as base metals and oil where spot
prices are more volatile than forward prices at low inventory levels. The result implies that the costs of
storage are generally less than the operating costs associated with changes to production capacity so
thermal coal producers prefer to stockpile the commodity rather than adjust production in response to
changes in demand.

JEL: C53, G14, Q41

KEY WORDS: Commodities, convenience yield, forward markets, thermal coal, storage, options,
contango.

INTRODUCTION

The ability to trade financially settled contracts for seaborne thermal coal has undoubtedly increased the
efficiency of the global coal market. Annually more than 560 million tonnes of coal are traded on the
seaborne market and the growth in the volume of forward contracts for this commodity since 2002 has
enabled producers and consumers of thermal coal to smooth out fluctuations in price exposure. This
capability is critical for the highly seasonal European power market and the liquid trading of forward
electricity contracts. Over 180 million tonnes of thermal coal is imported to Europe annually from the
producing regions of South Africa, Colombia, Indonesia and Russia and consumers are able to hedge their
exposure through coal swap contracts whose prices are subsequently tracked via a number of key price
indexes.

Thermal coal is a strategic resource which is primarily used for power production, although it is also
consumed in cement manufacturing and other industries. The security of supply of thermal coal is critical
for the efficient operation of Europe’s electricity market. The purpose of this study is to analyze the spot
and forward market for thermal coal and provide estimates of convenience yield and volatility through
time, while correcting for major sources of seasonality. We find that the observed convenience yield is a
surrogate for the volatility level in the thermal coal spot market and changing dynamics in the supply of,
and demand for, the commodity.

The concept of convenience yield originates from Kaldor (1939) and was further developed under the
theory of storage in Brennan (1958). The theory claims that goods in stock not sold forward have an
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unobservable value from the flexibility of use, since a market participant owning these goods has the
‘convenience’ to make use of them. For this reason the observable cost of carry of a stored commodity
(foregone interest and the cost of physical storage) must be reduced by a so-called availability premium.
Since buying on the spot market and selling forward is a riskless trade (cash and carry), the (net) cost of
carry must equal to the difference between the forward price and the spot price.

When we differentiate the existing body of convenience yield literature by commodity type we discover
that bulk commodities such as thermal coal have so far received little attention. This is important to note
since comparable studies for other commodities are of limited value for the bulk commodity market. This
is because thermal coal is a resource with particular features and even the comparison to other energy
commodities such as oil or natural gas, are of limited value. Transportation costs for seaborne thermal
coal are generally higher and require significant infrastructure through the value chain. This can lead to
persistent demand-supply imbalances when the capacity limit of the transport system is reached resulting
in regional price differentials. Besides this, storage of thermal coal is not necessarily co-located with the
thermal coal consumer and may therefore incompatible with the notion of convenience. Convenience
yield studies in other commodity markets are thus not directly transferable to the coal market due to these
unique characteristics. This study uses detailed data on the capacity of the transport network, local
production volumes and operating costs for the storage, loading and transport nodes at mine and port
facilities. Unlike other empirical studies of supply curves and the production smoothing of inventories we
employ actual costs as reported by asset operators which avoids a broad analysis of inventory
management where the cost structure is simply assumed.

Most studies that estimate convenience yields use a cost-of-carry model where the convenience yield is
treated as an exogenous variable. Brennan (1986) showed that convenience yields follow a mean-
reverting process while Gibson and Schwartz (1990) used a cost-of-carry model with stochastic mean-
reverting convenience yields, assuming the presence of an exogenously defined measure of convenience.
Generally, models for convenience yields assume that storage costs are zero (Fama and French, 1988) or
are simply assumed (Milonas and Henker, 2001). In particular Fama and French (1988) used the interest-
adjusted basis as a proxy which avoids the need to estimate storage costs, to develop the relationship
between convenience yield and inventory levels. Taking an alternative approach Milonas and Thomadakis
(1997) extended the option approach of Heinkel et al. (1990) using a formulation of the Black—Scholes
model to estimate convenience yields. Although they model convenience yields as call options they
ignore storage costs which can result in theoretically unjustified negative convenience yields.

Extending the option model of Milonas and Thomadakis (1997) to value convenience yields, we find that
convenience yields are negatively related to the inventory level of the underlying thermal coal and are
positively related to interest rates due to the business cycle. A positive convenience yield can be best
represented as a long position in an embedded call option on the commodity. Our convenience yields
estimates are consistent with Fama and French (1988) which illustrates that the spot price of thermal coal
is more volatile than the forward price at low inventory levels which verifies the Samuelson (1965)
hypothesis for bulk commodities.

COMMODITY MARKETS AND THERMAL COAL
Because a commodity can be consumed, its price is a combination of future asset and current

consumption values. However, unlike financial assets, storage of energy products is costly and sometimes
constrained by infrastructure design. Physical ownership of the commodity carries an associated flow of
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services and the agent has the option of flexibility with regards to consumption as well as reduced risk of
commodity shortages. On the other hand the decision to postpone consumption implies a storage expense.
Thermal coal producers operate in an environment where production cannot be altered easily and storage
of the commodity is not necessarily co-located at the point of consumption. Furthermore the supply
response to changes in demand is notoriously ‘sticky’ implying that production generally continues at a
similar rate for some time despite medium-term changes in demand.

In equilibrium, backwardation implies that immediate ownership of the physical commodity entails some
benefit or convenience which deferred ownership (via a long forward position) does not. This benefit,
expressed as a rate, is termed the ‘convenience yield’. A convenience yield is natural for goods, like art or
land, that offer exogenous rental or service flows over time. However, substantial convenience yields are
also observed in bulk commodities, such as coal which are consumed at a single point in time. Intuitively,
the convenience yield corresponds to the dividend yield for stocks.

The theory of storage (Brennan, 1958) explains convenience yields in terms of an embedded timing
option. In particular, the holder of a storable commodity can decide when to consume it. If it is optimal to
store a commodity for future consumption, then it is priced like an asset, but if it is optimal to consume it
immediately, then the commodity is priced as a consumption good. Thus, a commodity’s spot price is the
maximum of its current consumption and asset values (Routledge, Seppi and Spatt, 2000). Inventory
decisions are important for commodities because, by influencing the relative current and future scarcity of
the good, they link its current (consumption) and expected future (asset) values. This is unlike equities
and bonds where outstanding quantities are generally fixed.

We adapt a version of the Milonas and Thomadakis (1997) option pricing model to examine the behavior
of convenience yields with supply and demand shocks for thermal coal using free on board (FOB) prices
from Richard’s Bay, South Africa. Figure 1 illustrates the weekly average spot price of the price index for
thermal coal from Richard’s Bay, known as API4, from 2003 to 2010. A plot of Newcastle FOB prices
from Australia is also provided to illustrate the global nature of the seaborne thermal coal market and the
relationship between coal prices from different exporting regions.

Figure 1: Mean of API4 (Richards Bay, South Africa) and Newcastle (Australia) thermal coal FOB 2003-11
US$/Mt.
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Thermal coal prices tend to peak in July in preparation for the demand growth for imports to Europe in
winter as well as the easing of the monsoon in India where the major ports begin to re-open. The lowest
prices for thermal coal generally occur in the northern winter. As with the crude oil and natural gas
markets, the behavior of thermal coal is affected by both seasonality and business cycles.

We employ an extension of the Milonas and Thomadakis (1997) option pricing approach because the
behavior of thermal coal prices are affected by seasonal business cycles and so modeling price behavior
using mean reversion and assuming convenience yields are an exogenous mean-reverting variable
(Gibson and Schwartz, 1990) may not necessarily be appropriate. To estimate convenience yields we
consider the presence of unexpected demand-supply shocks and the business cycle. We define the
business cycle as the sequence of supply and demand equilibrium traced to a point of relative
disequilibrium at the height of demand through to the restoration of equilibrium. The thermal coal
business cycle is thus from around March to October.

DATA AND OBSERVATIONS

The main indexes used for the trading, clearing and settlement of thermal coal, jointly calculated and
published by Argus and IHS McCloskey, are the API2 and API4 indexes. The API2 index is the
international price benchmark for coal imported to north-western Europe while the API4 index is the
international price benchmark for coal exported from the Richards Bay terminal in South Africa. The
API4 forward curve is constructed as an average of the Argus FOB Richards Bay assessment and
McCloskey’s FOB Richards Bay marker for coal with certain minimum quality specifications. The AP14
index is the most appropriate proxy for Atlantic coal prices to the European market because it is more
representative of the true cost of coal as a consumption good, it is immune to changes in the forward
freight market and it is also immune to supply alternatives from producers that enjoy a freight cost
advantage into Europe. The implied inclusion of freight costs in the API2 index are difficult to extract in a
meaningful way and therefore a true FOB forward curve is a better representation for this analysis.

Figure 2: API4 thermal coal 12-month forward price differential to spot price in US$ 2003-10. Source:
McCloskey.
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Figure 2 shows the contango(+)/backwardation(-) relationship against spot prices from 2003-2011. The
12m rate is used here as a proxy for the longer end of the curve (12-month and 24-month forward prices
are highly correlated: > 0.89 over 2003-2011) and the 24-month tenor contracts were relatively illiquid
prior to 2005.

If the convenience yield is high enough, the observed forward price will be less than the spot price. This
occurs quite frequently in oil and gas markets where the premium for immediacy is very real. If however,
this relationship does not hold and the forward price is much higher than spot when taking into account
high working capital costs (funding and storage), the convenience yield converges to zero.

In addition to the cost-of-carry theory, Brennan (1958) established an equilibrium model for commodity
inventories which assumes that the marginal convenience value of a good is a decreasing function of its
aggregate inventory in the economy. Brennan therefore suggests a negative relationship between
convenience yield and stock levels, which has been verified empirically for some commodities (Fama and
French, 1988; Gibson and Schwartz, 1990; Modjtahedi and Movassagh, 2005) and will be tested for the
bulk commodity markets in the following analysis.

THE MODEL

Let F(t, T) be the forward price at time ¢ for delivery of the commodity at time 7" and let S(t) be the spot
price. According to the theory of storage under an arbitrage-free framework the return from purchasing
the commodity at 7 and selling it for delivery at 7, F(¢t,T) — S(t), will equal the net cost of holding the
commodity computed as the interest forgone during storage S(t)R(t,T) plus the marginal storage cost
W (t, T) minus the marginal convenience yield C(t, T):

F(t,T) = S(t) = S(OR(L, T) + W(t, T) — C(t, T). (1)

This notation follows Fama and French (1987). In a normal market forward prices should exceed spot
prices by an amount that is equivalent to interest costs and storage costs and any deviation from this is
explained via the so-called convenience yield. This quantity is a marginal spread component which can be
modeled as an option on a positive spread between spot and forward prices.

The forward price at date ¢ is determined by current storage levels and the expected demand and
production levels at 7. When the market experiences higher demand or reduced supply, storage falls to
zero. If production at 7"is known with certainty then we expect a direct but negative relationship between
the forward price and storage levels which sets an upper bound for the forward price. When supply and
demand is in perfect equilibrium we expect the convenience yield to equal zero however when equation
(1) holds we obtain C(t,T) > 0. A temporary shock in demand or supply conditions during the business
cycle will cause a change in storage levels which in turn affects the spot price. This will give rise to a risk
premium for possession of the commodity resulting in a positive convenience yield.

Fama and French (1988) consider the behavior of the convenience yield on an interest-adjusted basis
which avoids the need to directly estimate the convenience yield. But this approach fails to provide a
complete picture of the true convenience yield. For thermal coal, the storage cost implied in (1) is not
difficult to estimate and so observing the true convenience yield is feasible. Using the alternative
approach of Milonas and Thomadakis (1997) who treat the convenience yield as an option, we set the spot
price as the underlying variable and the price of a 3-month forward contract as the exercise price. Under a
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cost-of-carry framework with zero storage cost, the convenience yield is the difference between the net
cost of carrying a nearby and a distant futures contract observed at time 0,

CY(0,T) = Max(F(0,t) — F(t,T), 0). )

The convenience yield from ¢ to 7 observed at 0 at the commencement of the business cycle ignores the
cost of storage. Therefore including the storage cost W (¢, T) permits equation (2) to be defined as

CY(0,T) = Max(F*(0,t) — F(t,T),0). 3)
where F*(0,t) = F(0,t) + W(0,T) assuming t = 0.

Since both the spot price and the forward price (exercise price) are stochastic we assume they both follow
standard diffusion processes which can be expressed as

dF(O, t) = #1mF(0, t)dt + O-lmF(O, t)lem,
dF(t, T) = ﬂ3mF(t, T)dt + 0-3mF(t, T)dZ3m,

where the subscripts /m and 3m represent the 1- and 3-month tenor for each forward contract
respectively. We make the important assumption that the diffusion terms dz; are uncorrelated. The
associated boundary condition is defined as

F(0,t)Max(Fy — 1,0), 4)

where Fr = F*(0,t)/F(t,T). Applying Ito’s lemma yields the following closed form solution

CY(0,T) = F*(0,t)N(d,) — F(t,T)N(d,), (5
where
di = In(Fp)+021/2

1 — Ucﬁ s

_ 2

d, =d; — O'c\/? = —ln(FZ)C\/;Ct/za
and
of = ‘71?*(0,0 + 205 0,6)0F 1) PF*(0,0)F(tT) T O'Ig(t,T)’ (6)

where o; is the volatility of each forward contract i, p;; is the correlation coefficient of both forward

contracts and 7 is the period between the 1-month and the 3-month contracts. This derivation relies on the
price of a traded asset as the strike price which resolves the unknown variable problem of the option
approach (Lin and Duan, 2007).
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RESULTS

We use the 1-month API4 price to represent the spot price of thermal coal since it is the nearest contract
for delivery. The 3-month forward API4 price is used to represent the forward price as it is the forward
contract with the highest liquidity. For the risk-free rate we use 3-month US Treasury bill yields. We
obtained actual storage costs at Richard’s Bay Coal Terminal (RBCT) for the storage cost component of
the model. We also make a quality adjustment to the coal at a depletion rate of 120kcal/kg per 3-month
period, which acts as a linear price discount for a parcel of coal. No other quality adjustments were made.
A non-zero storage cost does not greatly alter the observed behavior in the implied convenience yield
curve over time, since storage fees are a small portion of the total cost of thermal coal (US$2-3/t
annually).

Convenience yields are calculated on a daily basis throughout the observation month and then averaged
over each month. We calculate the monthly convenience yields from January to December and use July,
when spot prices peak, as the shock month to estimate convenience yields. We apply a simple regression
analysis to examine the relationship between convenience yields and inventory levels, covariance and
interest rates and the convenience yield computed using the option formulation of equation (5) and the
convenience yield computed using the traditional cost of carry formulation of equation (1). The regression
equations are

CYt%Ption =Po + Pile-1 + &, (7)
CYSPC = Bo + Brle—1 + P20t + Barfe + & ®)

where I,_; is the one-month lagged inventory level, o2 is the covariance of the spot and forward contract
prices as per equation (6) and rf; is the risk-free rate at time ¢. The theory of storage suggests that holding
inventory becomes more costly during periods of high interest rates and therefore, convenience yields
should be positively related to the risk-free rate as well as the covariance of the spot and forward prices.

Option
Yor

Table 1 presents the convenience yields calculated based on the call option C and cost-of-carry

CYEPC models. The results show that the values of the convenience yields estimated from the options

model are higher than those from the cost-of-carry model, implying the strategic and management
flexibility valued using the options approach.

These results give support to the hypothesis of Brennan (1958) and suggest that the convenience yield is
highest when inventories are low. That is to say, the benefit of holding inventories is greatest during
periods of relative scarcity or heightened demand. In efficient pure contango markets the convenience
yield should be close to zero. If inventory levels are small relative to the amount consumed of the
commodity, the risk of a supply shock raises the convenience yield. If such risks are high enough, it is
expected that the forward market will revert to a backwardated market, often suddenly. Under such
conditions, it is also possible that arbitrage conditions may weaken or may even break down. It is
incorrect to assume, out of context, that rising inventories means an overhang of supply that translates
into lower prices until the market clears. Note that forward markets are priced on the principle of
equivalence. In a perfectly balanced market, a consumer is indifferent between buying a physical
commodity now and storing it for later consumption, and buying it for future delivery and letting the
producer pay for the storage costs.
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Table 1: Linear regression of convenience yields for thermal coal (API4) computed using the options
estimate and the cost of carry estimate on inventory, volatility and the risk-free rate by month 2004-10. t-
statistics in parentheses, * denotes significance at the 1 percent level.

Month Model Bo B1 B2 B3 Adj R? F
Jan cyrion 0.054 -0.017 0.300 46.780
(0.554) (-0.017)
CYESm 0.148* -0.009* 2.245% -0.006* 0315 17.409
_ (10.866) (-2.116) (6.088) (-3.453)
Feb cyoreen 0.042%* -0.010* 0.099 12.818
(5.633) (-3.580)
CYESm 0.123* -0.009* 1.150% -0.003* 0.304 16.579
(17.281) (-3.274) (4.283) (-2.679)
Mar cypion 0.012* -0.013* 0.079 10.233
(3.930) (-3.199)
CYE%m 0.125% -0.003* 2.326* 0.004* 0.653 67.985
(18.829)  (-10.194) (9.220) (6.782)
Apr cyrion 0.017* -0.015% 0.252 34.060
(6.919) (-5.836)
CY5%m 0.099* -0.009* 2211% 0.011* 0.773 91.932
, (12.972)  (-10.730) (3.333)  (15.299)
May cyoreon 0.001 0.000 0.004 1.158
(0.888) (-1.319)
CYE%m 0.167* -0.026* 7.107* 0.014* 0.589 51.681
_ (7.934) (-6.043) (7.861)  (11.406)
Jun cyorent 0.027* -0.046* 0.112 9.406
(2.773) (-3.127)
CY5%m 0.114* -0.006* 4.331* 0.004* 0.947 63.253
(34.902) (-3.820)  (29.445) (6.094)
Jul cyoraen 0.074* -0.021* 0.170 23.360
(5.264) (-4.833)
CYESm 0.056* 0.010 1.089* 0.006* 0.148 7.330
(2.021) (1.062) (4.593) (2.872)
Aug cyrion 0.026* -0.046* 0.127 17.038
(4.867) (-4.128)
CY5%m 0.073* -0.015% 4.852% 0.029* 0431 28.718
(8.328) (-8.172) (7.004) (8.964)
Sep cypion 0.011* -0.061* 0.091 7.062
(2.264) (-3.248)
CY5%m 0.111% 0.017* -1.623* 0.007* 0.853 75.776
(-5.924) (9.480)  (-10.525) (4.250)
Oct cyoraen 0.022* -0.035* 0.106 11.585
(3.797) (-3.404)
CY5E%m -0.105* 0.018* 6.881* -0.015% 0.488 29.225
(-4.883) (6.965) (7.342) (-8.345)
Nov cyrion 0.059* -0.059* 0.186 25.149
(5.806) (-5.015)
CY5%m 0.269* -0.009* -1.481* 0.004 0.356 20.540
_ (3.958) (-2.548) (-6.897) (0.845)
Dec cyorent 0.015* -0.014* 0.156 20.611
(5.227) (-4.540)
CY5%m -0.048* 0.015* 1.553% 0.017* 0.737 99.975
(-4.466) (6.778) (6.442)  (11.853)
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This situation, also known as full carry, seldom applies in practice. The world's thermal coal consumers,
mainly power producers, cannot afford to run out of inventory and they therefore pay for the
‘convenience’ of having excess supplies available. This yield can be viewed as the commodity buyer's
insurance payment for supplies. It also represents the producer's cost of hedging by selling forward
contracts for the commodity. For bulk commodities such as coal where the cheapest place of storage is
generally with the producer, the convenience yield measure could be quite high.

Table 2 illustrates the convenience yields from the shock month of July to the final month of the cycle in
November. The negative correlation between the convenience yield and the inventory level suggests that
it is closely linked to business cycle, as the convenience yield is unrelated to the thermal coal stocks in
Europe.

Table 2: Estimated convenience yields of holding period from the shock month of July to October (final
month of the cycle) for 2004-10. t-statistics in parentheses, ** and * denotes significance at the 1 percent
and 5 percent levels respectively.

Jul-Oct cyrion cYs§es,
2004 0.07785 0.07101
2005 0.08735 0.08554
2006 0.11981 0.10407
2007 0.07554 0.07829
2008 0.02080 0.02515
2009 0.00729 0.02891
2010 0.06914 0.05949
Total 0.0654* 0.0646*
(4.4478) (5.8763)
Correlation p -0.422%* -0.123*
p-value <0.001 0.043

The theory of storage also predicts that, at a low inventory level, forward prices vary less than spot prices
while at a high inventory level, spot prices and forward prices exhibit similar variability. Fama and
French (1988) supported Samuelson’s hypothesis by examining the interest-adjusted basis of base metals.
The convenience yield declines at higher inventory levels and rises at low inventory levels. To test the
Samuelson (1965) hypothesis, we adopt the same approach as Fama and French (1988) and perform a
regression of forward prices against spot prices.

Next we conducted a regression of forward prices against spot prices using
In(Fyr/Fio17-1) = @ + 1 In(S/St-1) + &, 9)
categorized by high and low convenience yields for both the full sample and also for the shock month

(July) data. The data was split by periods of high convenience yield and low convenience yield and the
regression analysis then applied to estimate the a; coefficients. Table 3 shows the results.
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Table 3: Regression of forward prices against spot prices using

In(Fyr/Feo17-1) = o + a41n(Sy/S¢—1) + € split by high and low convenience yields for 2004-10 for
the full sample and for the July data. t-statistics in parentheses, * denotes significance at the 1 percent
level.

Sample c Ylift;&n level Cll/fif:?;n a;
Full High 0.0572* 0.818*
(5.4199) (2.7031)
Low 0.0086* 0.9149*
(3.4971) (42.557)
July as shock High 0.0600* 0.765*
(4.3043) (34.677)
Low 0.0063* 0.9855*
(5.5945) (89.026)

We find that high convenience yields have smaller average values for the coefficients while low
convenience yields have average coefficient values close to one. This implies that at a low inventory level
the spot price of thermal coal varies more than the forward price with a high convenience yield derived
using the option model approach, while at high inventory levels the spot and forward price of thermal coal
have similar variability with smaller convenience yields. These results are consistent with the hypothesis
of Samuelson (1965) and the results of Fama and French (1988).

When contracts are far away from maturity they are thinly traded and exhibit low volatility. As the
maturity nears, both trading volume and volatility increase. Specifically, spot contracts of thermal coal are
usually used for balancing week-to-week needs and consequently exhibit high volatility. This result
therefore suggests that the term structure of thermal coal forward volatility is monotonically decreasing.

CONCLUSION

We have shown that the convenience yield for thermal coal using an extended version of the Milonas and
Thomadakis (1997) call option model (Lin and Duan, 2007) exhibits seasonality in the presence of the
business cycle. The results show that the negative correlation between the convenience yields for API4
thermal coal and the inventory level at Richard’s Bay becomes more significantly negative when
examined during periods of high spot prices during the business cycle. This demonstrates that the timing
of the business cycle is critical to the calculation of the thermal coal convenience yield. These results also
indicate that while interest rates are affected by economic activity they in turn affect convenience yields
of thermal coal. We find evidence that supports the Samuelson (1965) hypothesis that spot and forward
price variations of thermal coal are similar when a supply shock occurs during higher inventory levels and
that spot prices will be more variable than the forward prices at lower inventory levels. Deferred forward
contracts are less volatile than near maturity contracts because as a contract draws nearer to maturity,
producers and consumers are forced to react more quickly to information shocks and thus the term
structure of thermal coal forward volatility is monotonically decreasing. Estimated convenience yields
using the options approach are shown to be higher at low inventory levels than at higher inventory levels.
Thermal coal producers clearly prefer to stockpile the commodity rather than adjust production in
response to changes in demand which implies that the costs of storage are less than the operating costs
associated with changes to production capacity.

GCBF ¢ Vol. 7 « No. 1¢ 2012¢ ISSN 1941-9589 ONLINE & ISSN 1931-0285 CD | 21



Global Conference on Business and Finance Proceedings ¢ Volume 7 ¢ Number 1 2012

REFERENCES
Brennan, M.J. (1958) “The supply of storage,” American Economic Review, 48, 50-72.

Carlson, M., Khokher, Z. and Titman, S. (2007) “Equilibrium exhaustible resource price dynamics,”
Journal of Finance 62: 1663-1703.

Fama, E. and French, K. (1987) “Commodity futures prices: some evidence on forecast power, premiums
and the theory of storage,” Journal of Business 60: 55-74.

Fama, E. and French, K. (1988) “Business cycles and the behavior of metals prices,” Journal of Finance
43:1075-1793.

Gibson, R. and Schwartz, E.S. (1990) “Stochastic convenience yield and the pricing of oil contingent
claims,” Journal of Finance 45: 959-976.

Heinkel, R., Howe, M. And Hughes, J.S. (1990) “Commodity convenience yields as an option profit,”
Journal of Futures Markets 10: 519-533.

Kaldor, N. (1939) “Speculation and economic stability,” Review of Economic Studies 7: 1-27.

Lin, W.T. and Duan, C.W. (2007) “Oil convenience yields estimated under demand/supply shock,”
Review of Quantitative Finance and Accounting 28: 203-225.

Milonas, N.T. and Thomadakis, S.B. (1997) “Convenience yields as call options: an empirical analysis,”
Journal of Futures Markets 17: 1-15.

Milonas, N.T. and Henker, T., (2001) “Price spread and convenience yield behavior in the international
oil market,” Applied Financial Economics, 11, 23-36.

Miltersen, K. (2003) “Commodity price modeling that matches current observables: A new approach,”
Quantitative Finance 3(1), 51-58.

Modjtahedi, M. and Movassagh, N. (2005) “Natural gas futures: bias, predictive performance and the
theory of storage,” Energy Economics 27: 617-637.

Moison, D.L. and Sperry, D.R. (1992) “Influence of production costs and inventories on mineral prices,”
Natural Resources Forum 16: 271-276.

Routledge, B.R., Seppi, D.J. and Spatt, C.S. (2000) “Equilibrium forward curves for commodities,”
Journal of Finance 55(3): 1297-1338.

Samuelson, P.A. (1965) “Proof that properly anticipated prices fluctuate randomly,” Industrial
Management Review 6: 41-50.

Schwartz, E.S. (1997) “The stochastic behavior of commodity prices: implications for valuation and
hedging,” Journal of Finance 52(3): 923-973.

GCBF ¢ Vol. 7 « No. 1¢ 2012¢ ISSN 1941-9589 ONLINE & ISSN 1931-0285 CD | 22



Global Conference on Business and Finance Proceedings ¢ Volume 7 ¢ Number 1 2012

Working, H. (1949) “The theory of the price of storage,” American Economic Review 39: 1254-1262.

BIOGRAPHY

Jason West is a Senior Lecturer at the Department of Accounting, Finance and Economics at Griffith
University. He also serves as a consultant to the global resources and energy sector. His research appears
in journals such as Annals of Actuarial Science, Asia Pacific Financial Markets and the Electricity
Journal. He can be reached at Griffith Business School, 170 Kessels Road, Nathan, QLD 4111 Australia,
j.west@griffith.edu.au.

GCBF ¢ Vol. 7 « No. 1¢ 2012¢ ISSN 1941-9589 ONLINE & ISSN 1931-0285 CD | 23



Global Conference on Business and Finance Proceedings ¢ Volume 7 ¢ Number 1 | 2012

AN ANALYSIS OF FIRM CREDIT ACROSS THE WORLD

Rudolf Sivak, University of Economics in Bratislava
Anetta Caplanova, University of Economics in Bratislava
John Hudson, University of Bath
Chris Hudson, JRH Economics Consulting

ABSTRACT

We use the World Values data set to analyze firm's access to both trade and bank credit. There are
substantial differences between and within countries, which remain significant even when we allow for
firm and industry characteristics such as size, ownership, industrial sector, location, the firm’s domestic
orientation and managerial experience. Hence it would appear that some countries and some regions
within countries have less developed credit systems. Regional variations are linked to variations in the
courts and the transport and Internet infrastructure. We also present evidence that the market substitutes
trade credit for bank credit.

JEL: G21, M2
KEYWORDS: trade credit, bank credit regional infrastructure, courts.
INTRODUCTION

The paper focuses on credit. We analyse both bank and trade credit, but particularly the former. It is based
on more than 51,000 firms from 115 different ‘countries’ (The list is given in appendix. In reality there
are less than 115 countries as some countries have been surveyed twice). Most of these will be developing
countries, but the data also includes transition countries in Central and East Europe as well as some of the
richer developing countries. This, as far as we are aware, is the first time such a large and diverse data
base, covering so many countries has been used to analyse credit.

Credit access is a critical factor for the development of the market economy. Constrained access to credit,
which may be particularly important for small firms, can present a serious problem for their development
(Carpenter and Petersen, 2002, Hutchinson and Xavier, 2006). There are several kinds of credit, both
formal from financial institutions, and less formal trade credit from supplier firms and customers. In this
paper we will be examining the determinants of trade credit and also overdrafts and lines of credit from
the banks. A line of credit is defined as an available amount of credit that the establishment can draw
upon from an account up to a pre-approved limit. Lines of credit usually carry monthly interest rates, and
tend to be repaid quickly. They may or may not have a defined date of expiration, but tend to be short-
term. A line of credit may take several forms such as cash credit, demand loan, export packing credit,
term loan, discounting or purchase of commercial bills etc. To a large extent an overdraft is simply a
specific form of a line of credit, but one which tends to carry a high rate of interest.

The paper will proceed as follows. In the next section we will review the literature and then specify a
functional form which will form the basis of the estimation. This empirical analysis will be based on a
recent sample of firms from the World Bank’s Enterprise Surveys. In section 4 we describe this data and
then in section 5 present the empirical results. Finally we conclude the paper.
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LITERATURE REVIEW

The literature has concentrated on identifying differences between firms in their access to credit and also
on differences between geographical regions and countries. Not all firms need or want credit. Rodriguez-
Rodriguez (2006) concludes that firms in the hospitality sector make less use of trade credit and those in
industry and construction use it most and these results are probably linked to ‘need’. Nadiri (1969), Ferris
(1981) and Emery (1987) argue that transaction costs for the debtor are reduced considerably with
immediate payment on delivery. But this is not possible for all firms in all industries, i.e. some firms need
credit. A key factor in obtaining it is the ability to reduce the degree of informational asymmetry between
potential creditor and debtor. Because of this the creditor needs to evaluate in some way, the credit
worthiness of the potential debtor who in turn needs to signal credit worthiness. Thus, access to credit
may be denied because of high fixed costs in evaluating creditworthiness, particularly for small firms
(Zecchini and Ventura, 2009).

Two factors serve to facilitate credit in the presence of asymmetric information, one is equity or collateral
(Hubbard and Kashyap, 1992), the second is reputation (Diamond, 1989). Collateral can lessen credit
rationing and borrowing costs. Berger and Udell (1995) focus on collateral in the context of commitment
loans, i.e. overdrafts. Cressy and Toivanen (2001) emphasise that collateral can be particularly important
with respect to unlisted firms. But if the small firm, particularly a small new firm, has no collateral or the
legal system is inadequate to protect creditors’ rights, problems may remain. Small firms often do not
have audited accounts and thus formal debt covenants linked to financial ratios are costly to write and
enforce (Ortiz-Molina and Penas, 2008). Similarly, Hutchinson and Xavier (2006) found that new firms
and firms with long term debt and SMEs were most constrained and faced large difficulties in accessing
external sources of financing.

To an extent the relationship between creditor and debtor is based on a degree of trust and the greater is
this, the lower are potential evaluation costs. Trust can be built up over time and in part may be based on
the information the creditor gains about the debtor (Lapavitsas, 2007). Ortiz-Molina and Penas (2008)
also conclude that the evidence is that stronger relationships increase credit availability and reduce
collateral requirements. To the extent that these relationships are linked to distance, we would expect
these to be weakest in rural areas. Carling and Lundberg (2005) refer to this asthe ‘church tower
principle’, reflective of the bank as the church tower, which can observe firms in its proximity. In the
context of bank lending, information relevant for screening and monitoring firms may be more difficult to
come by for the more distant firms. As a consequence banks should reflect this in more strenuous
standards in assessing the creditworthiness of distant firms. However, their empirical results gave no
support for the existence of geographical credit rationing on behalf of the bank.

There is support in the literature for the substitutability of trade credit and institutional credit. Atanasova
(2007), e.g., confirmed the hypothesis that trade credit is taken up by firms as a substitute for institutional
finance at the margin when they are credit constrained. Love, Preve and Sarria-Allende (2007), Valverde
and del Paso (2009) and Mateut, Bougheas and Mizen (2006) all report results which support this
possibility. Rodriguez-Rodriguez (2006) also argued that difficulties in accessing institutional finance
may be compensated for by the greater use of trade credit, although it tends to be more expensive than
other forms of institutional credit due to the high risk of non-payment. Smith (1987), Petersen and
Rajan(1997) and Burkart and Ellingsen (2004), amongst others, argue that there is a link between trade
credit and informational asymmetry. That is, a firm’s suppliers may have an informational advantage over
banks when assessing credit risk and also in clearing merchandise in the event of non-payment of debt.
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In her empirical analysis of trade credit, Rodriguez-Rodriguez (2006) used profit (the more profitable the
firm, the less likely it is to resort to trade credit), size, bank credit and industry sectors as explanatory
factors in determining access to trade credit. The relevance of sectors is based in part on the advantage of
firms over financial institutions in claiming back supplied intermediate goods in case of customer default.
This possibility will vary across sectors depending upon the type of goods being supplied and their
transformation by the customer (Petersen and Rajan, 1997). The age of the firm was also included in the
analysis with the expectation that younger firms would experience the most difficulty in accessing bank
funding. Most analyses find age to be significant in part because informational asymmetry tends to
decline with age. Niskanen and Niskanen (2006) in their study of Finish firms found creditworthiness and
access to capital markets to be important determinants of trade credit extended by sellers to small firms in
a bank-dominated environment. Larger and older firms, and firms with strong internal financing are less
likely to use trade credit, whereas firms with a high ratio of current assets to total assets, and firms subject
to loan restructurings are more prone to using trade credit.

There has been some analysis of regional differences in access to bank credit, but much less on trade
credit. Roberts and Fishkind (1979) put forward several reasons for regional segmentation of bank credit
markets. Firstly, the transaction costs of acquiring information about credit markets outside a region
which would impact on isolated regions in particular. Secondly, non-homogeneity of regional assets
making evaluation difficult. Finally, regional differences in liquidity preferences and risk aversion. Moore
and Hill (1982) also pointed to differences in regional resources as a determinant of supply side credit
availability. Rodriguez-Fuentes (1998) in an analysis of Spain concluded that banks may influence
regional development by providing a regional pattern of credit availability that is likely to be spatially
unbalanced.

SPECIFYING A FUNCTIONAL FORM
A firm will access a particular type of credit if the benefits outweigh the costs:
B;i(Cy*) > Ry(Cy*) + TCy(Cy*) (1)

Where C;j* represents the optimal amount of credit for the i’th firm to obtain from the j’th creditor. The
benefits (B) relate to the increase in profits the credit can generate. These will vary from industry to
industry and in particular relate to the production lead time, i.e. the time between starting production and
receiving payment. For example, in the case of restaurants, the production lead time is relatively small
and the gap between buying food and receiving payment from the customer is generally less than a week.
Firms in other industries face more substantial problems. The lag, e.g. for the construction industry can be
substantial, particular with respect to house building. The costs in equation (1) fall into two kinds. Firstly
the repayment costs (R), which is basically the interest rate together with the amount of credit (C*), and
secondly the transaction costs (TC) of acquiring a loan. The ‘interest rate’ may be implicit as in trade
credit, or more explicit as with a bank loan. The transaction costs are in part incurred during the process
of providing the information to the potential creditor that they are credit worthy. These costs need to be
incurred whether or not credit is given and the possibility that credit may not be granted may make firms
reluctant to apply for credit in the first place.

The transaction costs relating to a specific credit type will be a function of the firm’s characteristics, i.e.
age, size and assets, the sector it operates in and the amount the creditor could recover in the event of loan
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default. The latter will depend upon the sector, the country’s legal system and the rule of law and also the
firm’s assets and possibly legal form. The transaction costs might also, on the church tower principal,
depend upon location, i.e. whether the firm is located in a large town or city or a rural area. Asset values
may also vary spatially. Repayment costs are likely to vary with firm and sector characteristics and the
benefits of credit will relate to the firm’s need. The latter will be proxied by sector and also by ownership,
with firms who are part of a group, either domestic or multinational, possibly less likely to need credit.
We assume that the probability of accessing multiple credit sources, and hence any single form of credit,
will increase with firm size and the amount of credit being sought. This is because the fixed, transaction
costs of applying for credit will become relatively less important compared to the marginal cost as the
amount being applied for increases. Given this, it might seem unlikely that a firm would seek multiple
sources of credit. The fixed transaction costs will have to be incurred for each potential creditor and if the
firm just has one source of credit they will need to apply only once (This ignores the fact that trade credit
is likely to be from multiple sources.) Yet we know that firms do have multiple credit sources and in
particular that this is the case for the firms in our sample. There are two possible explanations. Firstly, the
repayment costs may increase with the amount borrowed as this represents increased risk to the creditor
and increased likelihood of default. Secondly, the firm may wish to diversify the risk of losing a credit
source by accessing multiple credit sources.

One way of approaching the analysis is to assume that all firms can obtain credit from any source,
provided they can meet the costs, but for some firms who have difficulty signalling creditworthiness, this
may not be the case. Our functional form will be similar to that used by others in the literature. However,
the literature has emphasized that different sources of credit may be substitutable. In particular a firm
which cannot get credit from a bank may resort to trade credit. This too is clearly implicit in our analysis,
albeit within the context of high transaction costs for acquiring bank credit driving firms to trade credit,
where the transaction costs may be lower as suggested in the literature, but the interest payments
substantially higher. This raises estimation problems as decisions to access different credit modes are
jointly endogenous. Thus we will approach the issue of credit type substitutability in a different way, i.e.
from a regional perspective. For example, if bank credit is relatively prevalent in a locality then this
should lower the transaction costs of acquiring bank credit in that locality, in part because bankers will
have experience in evaluating credit worthiness of local firms and perhaps also in recovering assets in the
case of default. This should impact upon the probability of any one firm acquiring bank credit and, if the
substitutability argument is valid, reduce the probability of accessing trade credit. Thus in addition to
firm characteristics, as outlined above, and sector and country fixed effects, we will also include regional
credit characteristics in the analysis. We only include regional access to bank credit and not trade credit.
In part it is likely to be the former which drives the latter, i.e. trade credit will respond to a lack of bank
credit. But in part too, the data on trade credit is not as full in its coverage as that for bank credit.

More generally we also anticipate regional differences in the credit structure due to differences in
accessing information which may vary with regional characteristics such as population density and
regional history. Specifically we will include information on regional infrastructure, both physical linked
to transport and electronic linked to communication. Finally, it is important to stress that the foundation
for credit is trust, albeit trust conditioned with caution, and it is possible for trust to differ also between
regions and not simply between countries. To an extent trust is fostered by a sound legal system where
agents will have confidence that contracts will be enforced. Hence we will also include information on
regional qualities of courts.
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THE DATA

In the empirical analysis, we use the data from the World Bank’s Enterprise Surveys (More information is
available and the data accessible at http://www.enterprisesurveys.org/). These are off 55,284 firms across
the world, although not all the firms have data suitable for analysis. The surveys were carried out between
2006 and 2010 and some countries will have been surveyed twice in this period. The surveys are targeted
at establishments with five or more full time employees. Geographical distribution is defined to reflect the
distribution of the non-agricultural economic activity of the country and for most countries this implies
including the major urban centers.

The survey provides information about a country's business environment, how it is perceived by
individual firms, and about the various constraints to firm performance and growth. Firms were asked
about their access to sources of external financing, including overdraft facilities, whether they had a line
of credit or a loan from a financial institution and the availability of trade credit in the previous fiscal
year. The trade credit variable related to the proportion of the establishment’s working capital that was
financed from suppliers’ credit and advances from customers. However, this data is not available for all
the respondents as was largely the case with bank credit. In addition to the responses of the firms we were
able to calculate from the data regional variables which, for the i’th firm, for instance, relate to the
proportion of firms, other than the i’th firm, in the region who have access to different types of credit.
This is based on 474 regions in the 166 countries. As mentioned earlier, we will also include other
regional variables. These will relate to transport and electronic infrastructure and the perceived qualities
of the court system. If these do factors do not vary within countries, but only between them, then the
regional variables will not be significant, as the country dummy variables will capture this impact. All the
data are defined in an appendix.

Table 1: Regional Credit Variations

Line of credit Overdraft Supplier credit
Full sample 41.1 44.4 14.8
Sub Saharan Africa (SSA) 20.8 29.4 15.9
Latin America & Caribbean (LAC) 56.3 67.5 19.2
East European Central Asia (ECA) 48.2 42.1 6.74
South Asia (SA) 28.2 41.2 3.61
East Asia and Pacific (ESP) 37.6 19.4 5.12
Middle East& N. Africa (MEA) 12.2 17.0 10.2

Notes: The numbers in the first two columns relate to the percentage having access to the specified type of credit. The final column shows the
average (with most responding 0) amount of supplier credit as a proportion of the firm’s working capital. For supplier credit, there were
relatively few observations available for ECA. An alternative, more widely asked (for ECA), question asked whether they were given trade
credit, of which 63.4% replied yes.

Table 1 shows credit access for all firms in each region. There are substantial differences between these
regions. The region where credit is most abundant is LAC, followed by ECA and the rest of Asia.
However, supplier credit tends to be in short supply in all regions of Asia. This may reflect cultural
attitudes and differing levels of trust. Asia apart, there tends to be slightly less variation in supplier credit
than bank credit.

EMPIRICAL ANALYSIS

The regression results are shown in Table 2. The first two and penultimate two columns were estimated by
binomial probit as the dependent variable takes a value of either zero or one. The third and final columns
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have been estimated by Tobit as this variable has a lower bound of zero and an upper one of 100, with both
being effective. We have used the robust or sandwich estimator of the standard errors. This estimator is
robust to some types of misspecification so long as the observations are independent. Because they are
continuous variables covering a fairly wide range, all the regional variables have been included in a
quadratic manner, with both the variable and its square. This allows the relationship to be nonlinear and this
was also the case for domestic share. For the firm’s age, a similar result was achieved by including the log
of age.

It is clear that firms’ access to credit is at least partially determined systematically by their characteristics
and those of their industry. The first column relates to lines of credit. Foreign firms are less likely to access
a line of credit as are small and then medium sized firms. Age, however is not significant. Of critical
importance is whether the firm is an exporter or not. Access to lines of credit increase with the domestic
share of the firm, although at a declining rate. Company legal form also has an impact on access to credit,
with private limited companies being more able to access credit and sole traders less likely than other firms.
Finally access to credit increases with managerial experience. Geography too is important. Lines of credit
are more likely in rural areas than large cities. There is some evidence that industrial sector has an impact
on firms’ access to credit with hotels, e.g., less likely to have access to lines of credit. We defer discussion
of the impact of the regional variables until later.

The second column shows the results for overdrafts. To a considerable extent the results are similar to those
for lines of credit, but there are differences. Firstly, age is now very significant and the probability of
accessing an overdraft increases nonlinearly with the firm’s age. Firms in rural areas are not more likely to
access overdrafts, but those in towns are less likely. Foreign firms are not significantly different to other
firms, but group firms are more likely to access an overdraft. Finally we turn to the results for supplier
credit. Once more we focus on the differences with respect to column 1.

Managerial experience is no longer significant and size is considerably less significant. In particularly
medium sized firms are no less likely to have trade credit than large firms. Age is, however, again
significant, with supplier credit increasing with the firm’s age. Hence there is some evidence that some
firms who are disadvantaged in terms of accessing formal credit, are not so disadvantaged in accessing
supplier credit. We turn now to the regional variables. As the problems caused to firms by the courts
increase regionally, so access to credit declines but at a declining rate. However, this is compensated for by
opposite patterns with respect to overdrafts and supplier credit.

Figure 1 illustrates these impacts, together with the kernel density for regional courts. The probability of
accessing a lines of credit declines initially as the ‘regional courts’ variable increases, but then increases.
The latter may simply be because we are using a quadratic form and, as the kernel density shows, there are
not many firms to the right of the turning point. This decline in the probability of accessing lines of credit is
compensated for by increases in the probability of accessing overdraft facilities and supplier credit.
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Table 2: Regression Analysis of Access to Credit

2.1 2.2 2.3 24 2.5 2.6
Credit Overdraft Supplier Credit Overdraft Supplier
Regional Variables Line credit Line credit
Courts -0.5996* 0.6127* 97.68%* -0.7147%* 0.2943 104.4%*
(2.35) (2.38) (7.96) (2.79) (1.12) (8.46)
Transport -0.1796* -0.0952 6.787 -0.1177 -0.017 4.66
2.27) (1.15) (1.91) (1.50) (0.21) (1.28)
Electronic 0.4257* 1.673** -T4.17%* -0.2425 0.5101* -47.66**
communication (2.18) (8.61) (9.36) (1.17) (2.43) (5.37)
Courts? 0.7995* -0.394 -186.4%* 0.9354* -0.0154 -194.3%*
(2.09) (1.01) 9.47) (2.43) (0.04) (9.84)
Transport? 0.0405 0.0094 -3.223%* 0.0254 -0.0103 -2.559*
(1.57) (0.34) (3.06) (1.00) (0.39) (2.35)
Electronic -0.3952* -1.607** 78.19%* 0.1692 -0.6332** 52.80%**
communication’ (2.05) (8.15) 9.21) (0.83) (3.00) (5.65)
Bank credit 1.814%* 2.689%** -73.78%*
(6.43) (9.32) (6.88)
Bank credit? -0.7635%* -0.8975%** 57.3%*
(3.04) (3.45) (5.22)
Firm Specific Variables
Managerial 0.0014* 0.0016* 0.0171 0.0014* 0.0015* 0.0207
experience (2.25) (2.40) (0.58) (2.16) (2.19) (0.70)
Domestic 0.0154%%* 0.0108%* 0.3961** 0.0152%* 0.0105%* 0.402%*
share (11.62) (7.85) (6.26) (11.51) (7.62) (6.35)
Domestic -0.00014%** -0.00011%** -0.0031%** -0.00014%** -0.00011%** -0.0032%*
share’ (12.50) (9.01) (5.80) (12.38) (8.76) (5.89)
Log firm age 0.0176 0.0753%* 1.527%* 0.0159 0.0734%%* 1.522%*
(1.80) (7.43) (3.32) (1.63) (7.22) (3.30)
Small firm -0.7656%* -0.6899** -4.976** -0.7641%* -0.6894** -4.947%*
(38.08) (33.02) (5.13) (37.97) (32.91) (5.10)
Medium -0.3284** -0.2567** -0.522 -0.330%* -0.2597** -0.4756
sized firm (17.70) (13.21) (0.60) (17.78) (13.32) (0.54)
Rural firm 0.0827** -0.0395 2.526 0.0729* -0.0576 2.983
(2.65) (1.22) (0.93) (2.33) (1.77) (1.10)
Town based 0.0248 -0.0586** 1.628 0.0267 -0.0544* 1.193
firm (1.18) (2.60) (1.26) (1.27) (2.42) (0.92)
No -0.1684** -0.1436** -4.554%%* -0.1354%* -0.0841* -4.533%*
Location (5.37) (4.36) 3.17) (4.25) (2.51) (3.14)
Foreign -0.2734%* 0.0131 2.144* -0.2723%* 0.0145 2.167*
firm (12.16) (0.58) (2.23) (12.11) (0.65) (2.25)
Group firm -0.0337 0.0639%* -0.9851 -0.0349 0.0639%* -0.8763
(1.77) (3.29) (1.20) (1.83) (3.29) (1.07)
Company Form -0.0232 0.025 -5.054%%* -0.0252 0.0242 -5.237**
Partnership (0.64) (0.69) (3.31) (0.70) (0.67) (3.42)
0.0814%** 0.108** -2.939%* 0.0764%* 0.0994** -2.946%*
Private Ltd. (3.49) (4.34) (2.61) (3.27) (3.99) (2.61)
-0.0593 -0.0283 -7.227%* -0.0632 -0.0393 -7.156**
Publicly (1.70) 0.77) (3.68) (1.81) (1.07) (3.65)
listed -0.0636* -0.1585%** -10.15%* -0.0646* -0.1596** -10.20%**
Sole (2.48) (5.86) (8.23) (2.52) (5.90) (8.26)
proprietor 0.1562%%* 0.1369%* -2.406 0.1528%** 0.1282%%* -2.407
(4.28) (3.57) (1.43) (4.18) (3.33) (1.43)
Industry/sector variables
Textiles -0.3094 -0.0352 -3.96 -0.2953 -0.0283 -4.584
(1.01) (0.11) (0.70) (0.96) (0.08) (0.81)
Food 0.2374%* 0.190%** -7.817%* 0.2411%* 0.1949%* -7.760%*
(8.49) (6.57) (6.80) (8.61) (6.72) (6.74)
Metals 0.1683*%* 0.204%** -0.9936 0.1668** 0.2005%* -0.9512
(5.23) (6.13) (0.72) (5.18) (6.01) (0.69)
Electronics 0.0487 0.1723%%* -4.323 0.0479 0.1729%* -4.278
(0.76) (2.59) (1.37) (0.75) (2.58) (1.35)
Chemicals 0.2581%* 0.3104** -2.474 0.2573%%* 0.3088** -2.374
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(7.50) (8.65) (1.68) (7.48) (8.57) (1.61)
Wood 0.132% 0.2222%* 4.403 0.1325* 0.2188%* 4335
(2.26) (3.68) (1.87) (2.26) (3.61) (1.84)
Plastic 0.1679** 0.1982%* 2.603 0.1686** 0.1974%* 2.587
(4.58) (5.15) (1.52) (4.60) (5.10) (1.51)
Auto 0.2355* 0.1988 -13.85% 0.2269* 0.1799 -13.89%
(2.14) (1.52) (2.47) (2.06) (1.38) (2.48)
Other 0.175%* 0.2011%* 0.3923 0.1775%* 0.2061%* 0.4797
manufacturing (6.12) (6.81) (0.34) (6.20) (6.96) (0.41)
Retail 0.1945%* 0.3181%* -3.590%* 0.1952%* 0.3208%* -3.503%*
(7.38) (11.76) (3.23) (7.40) (11.82) (3.15)
Hotels -0.1302%* 0.0279 -19.26%* -0.1272%* 0.03 -18.90%*
(2.85) (0.63) (10.91) (2.78) (0.67) (10.70)
Other 0.1277++ 0.2424%* 12.92%+ 0.1284++ 0.2441%* -12.85%*
services 4.31) (8.01) 9.87) (4.32) (8.04) (9.81)
Construction 0.1576%* 0.2539%* -3.388* 0.1577+* 0.2552%* -3.289%
(4.58) (7.30) (2.13) (4.58) (7.32) (2.07)
Observations 51180 51029 41417 51180 51029 41417
Log Likelihood 27672 -25940 96610 27610 25760 96587
X2 11225 13972 11251 14218

Note: The regression coefficients for 2.3 and 2.6 where estimated by Tobit with upper and lower bounds of 100 and 0 respectively. The remaining
regressions were estimated using the method of binomial probit, (.) denotes t statistics and */** significance at the 5% and 1% levels respectively.
X denotes the likelihood ratio statistic. Standard errors have been corrected for heteroscedasticty.

This is reasonable as overdrafts are the most expensive form of bank credit (Streb et al, 2002) and of
course, supplier credit, particularly from firms, tends to be more expensive still. Hence as the quality of
courts decline, and the ability to enforce contracts also declines, so there is a switch from cheaper to more
expensive forms of credits. However is this conclusion justified? The possibility exists that courts could
pose problems for firms because they are effective in enforcing contracts, planning restrictions, and
individual rights, that is ‘good courts’ theoretically pose problems for firms, just as much as ‘bad courts’.
To examine this further we regressed, using binomial probit, individual attitudes to courts on perceptions as
to whether the courts were (i) fair, impartial and uncorrupted (good courts), (ii) quick, (iii) affordable and
(iv) able to enforce decisions (enforce). All four characteristics were significant, with enforce being most
important, followed by quick, good and finally affordable. The signs were such that in all cases a lack of
speed, inability to enforce decisions, etc, increased problems for firms. Hence, it would appear that the
trends in Figure 1, correspond to courts which are poorly performing on a number of criteria.

Figure 1: Kernel density function and the impact of Courts on Credit

Kernel density
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Regional Courts (Increases with Court problems)

Kernel density.  ========= Suppliers
Overdraft ~  ————- Credit Line

Note The curve for suppliers credit has been scaled so that it can be included in this figure with the other curves.
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The impact of regional infrastructure is less ambiguous in its impact on bank credit. Both forms of credit
decline as regional transport problems increase, with the two variables comprising the quadratic form,
jointly significant at the 5% level in both equations. The impact on supplier credit is to an extent the
reverse. Figure 2 shows these impacts. As regional transport problems become more common, so there is a
decline in both types of bank credit, and again the turning point with respect to lines of credit may be a
reflection of the use of a quadratic form. This decline is, however, compensated for by increased use of
supplier and consumer credit. This is the first time we have evidence of a degree of substitutability between
bank and other forms of credit.

Figure 2: Kernel density function and the impact of Regional Transport
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Note The curve for suppliers credit has been scaled so that it can be included in this figure with the other curves.

Finally, for these regressions, we turn to the impact of regional electronic communication for business on
the different forms of credit. These impacts are very significant. As Figure 3 shows, as regional business
Internet usage becomes more common, so there is an increase in the probabilities of accessing both types
of bank credit. This increase is, however, accompanied by a decline in the use of supplier and consumer
credit. This again provides evidence of a degree of substitutability between bank and other forms of
credit. However, we note that beyond a certain point supplier credit too begins to increase, and the kernel
density suggests that this may not simply be because of the use of a quadratic form.

Figure 3: Kernel density function and the impact of Regional Internet
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Note The curve for suppliers credit has been scaled so that it can be included in this figure with the other curves.
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The final three set of regressions add regional bank credit to the regressions. This reflects for the i’th firm,
the proportion of firms other than the 1’th firm who had access to either an overdraft or line of credit. We
can see from these regressions that the probability of a firm having access to either form of bank credit
increases as bank credit becomes more common in the region. However, we also see that the probability
of the firm accessing trade credit declines as regional bank credit becomes more common. This therefore
provides further support for the substitutability of trade credit for bank credit.

CONCLUSION

Our analysis has shown that there are systematic differences within regions in terms of access to credit.
These differences are related to the quality of courts, which we assume is because of their ability or
otherwise to enforce contracts, and also to infrastructure. Faced with increasing difficulties of enforcing
contracts banks are either switching to more expensive forms of loans or reducing the number and value
of loans they give, with suppliers and consumers in part compensating with what is in effect trade credit.
Good transport and Internet infrastructure facilitate a bank’s ability to keep a watch over client firms, as
well as the firm’s ability to communicate with the bank. In the literature a form of this is known as the
‘church tower principle’, reflective of the bank as the church tower, which can observe firms in its
proximity (Carling and Lundberg, 2005). We found no evidence for this within the context or the
rural/urban distinction. But we have found evidence with respect to the quality of infrastructure. This
emphasises that better quality transport and Internet can bring benefits to firms on several dimensions.
Our results have also confirmed the findings of others with respect to the importance of firm size, age,
legal form and sector for access to credit financing. In line with Rutkowski (2006) we found the evidence
that foreign firms are less likely to access formal domestic credit markets, at least with respect to lines of
credit. Thus, there is little evidence that they crowd out domestic firms from bank credit; indeed to an
extent the reverse is the case.

In almost all countries, some regions lag behind others in terms of credit access. These regions too will be
disadvantaged and this may lead to uneven geographical development. This is both consistent with and
extends the work of Samolyk (1994) and Rodriguez-Fuentes (1998) who suggest that banks may
influence regional development by producing a regional pattern of credit availability that is likely to be
spatially unbalanced. But we have also shown that the problem is not just with bank credit, but also trade
credit. There are also substantial differences between countries, and between different regions of the
world. This may be due to economic factors reflecting the stage of the development of firms or of the
financial system. There are several reasons as to why credit access may differ within and between
countries. Firstly, some countries may be more prosperous than others. This may affect both firms’
prospects and local supply side credit conditions. Differences in trust and the difficulties in evaluating
firms’ creditworthiness may also be an explanatory factor. Trust can be generated over time and is also
self perpetuating in that trust generates credit, credit facilitates economic success and this in turn increases
trust. But whatever the cause of low credit availability, for the country as a whole and regions within the
country, a key question is whether governments and aid agencies kick can start the process.
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APPENDICE

Appendix 1: Definition of variables:

Endogenous variables

Access to Credit: Coded 1 if the firm has access to credit otherwise zero. There are two different types of credit: line of credit and bank
overdraft.
Supplier credit: The proportion of the establishment’s working capital that was financed from advances from customers and credit from
suppliers.

Exogenous variables

Regional variables  These are averages of the views of firms with respect to:

Electronic communication (internet) Binary variable, coded 1 if the firm used the Internet to communicate with clients or suppliers.
Transport The extent to which transport presented an obstacle to the firm, responses ranged from no obstacle (coded 1) to very severe obstacle
(coded 5).

Courts: Whether the courts posed a major or severe problem to the firm’s operations (coded 1)

Bank credit: Whether the firm had a bank line of either kind.

Firm specific variables

Age The age of the firm.

Small firm Coded 1 if the number of full time employees is less than 20, otherwise Coded zero.

Medium sized firm Coded 1 if the number of full time employees is between 20 and 100, otherwise Coded zero.

Partnership Coded 1 if the firm has the legal status of a partnership, otherwise Coded zero.

Private limited Coded 1 if the firm is a private limited company, otherwise takes

company a value of zero.

Publicly listed Coded 1 if the firm is a publicly listed company, otherwise takes

company a value of zero.

Sole proprietor Coded 1 if the firm has the legal status of a sole proprietor, otherwise Coded zero.

Group firm Coded 1 if the firm is part of a larger firm, otherwise Coded zero.

Foreign firm Coded 1 if the share of the company held by foreign individuals or companies > 49%, otherwise Coded zero.

Rural Coded 1 if the firm’s location has less than 50,000 people

Town Coded 1 if the firm’s location has between 50,000 and 1 million people (and is not a capital city)

No location The location question was not asked of all firms. This variable takes a value of 1 for those not asked. Its use ensures that the
coefficients relating to rural and town are in relation to larger towns and cities.

Domestic share The % of the firm's sales which were national sales.

Manager’s experience: The number of years experience working in the sector of the top

In addition there are industry/sector and country indicator variables as discussed in the text.

Appendix 2: Summary of country data

Country/year of survey Overdraft Credit Supplier
Line credit
Afghanistan2008 0.363 0.034 3.72
Albania2007 0.78 0.474 2.09
Angola2006 0.017 0.045 10.7
Angola2010 0.117 0.094 222
Argentina2006 0.706 0.420 19.5
Argentina2010 0.800 0.578 26.8
Armenia2009 0.425 0.449 .
Azerbaijan2009 0.161 0.189 .
Bangladesh2007 . . 3.67
Belarus2008 0.374 0.538 .
Benin2009 0.613 0.393 7.5
Bhutan2009 0.544 0.528 6.63
Bolivia2006 0.434 0.550 12.7
Bolivia2010 0.564 0.558 16
Bosnia and Herzegovina2009 0.510 0.684 .
Botswana2006 0.364 0.307 25.2
Botswana2010 0.537 0.515 14
Brazil2009 0.826 0.653 20.3
Bulgaria2007 0.344 0.435 3.29
Bulgaria2009 0.295 0.448 .
BurkinaFaso2006 0.374 0.295 14.3
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BurkinaFas02009
Burundi2006
Cameroon2006
Cameroon2009
CapeVerde2006
CapeVerde2009
Chad2009
Chile2006
Chile2010
Colombia2006
Colombia2010
Congo2009
Croatia2007
Czech Republic2009
DRC2006
DRC2010
Ecuador2006
Ecuador2010
ElSalvador2006
Eritrea2009
Estonia2009
Fiji2009

Fyr Macedonia2009
Gabon2009
Gambia2006
Georgia2008
Ghana2007
Guatemala2006
Guinea2006
GuineaBissau2006
Honduras2006
Hungary2009
Indonesia2009
Ivory Coast2009
Kazakhstan2009
Kenya2007
Kosovo2009
Kyrgyz Republic2009
LaoPDR2009
Latvia2009
Lesotho2009
Liberia2009
Lithuania2009
Madagascar2009
Malawi2009
Mali2007
Mali2010
Mauritania2006
Mauritius2009
Mexic02006
Micronesia2009
Moldova2009
Mongolia2009
Montenegro2009
Mozambique2007
Namibia2006
Nepal2009
Nicaragua2006
Niger2005
Niger2009
Nigeria2007
Panama2006
Paraguay2006
Peru2006
Peru2010

0.563
0.256
0.412
0.559
0.153
0.301
0.740
0.869
0.855
0.858
0.854
0.497
0.523
0.536
0.050
0.145
0.853
0913
0.597
0.358
0.495
0.573
0.270
0.156
0.310
0.295
0.154
0.523
0.086
0.013
0.599
0.488
0.120
0.243
0.285
0.416
0.367
0.264
0.089
0.258
0.444
0.093
0.207
0.362
0.553
0.088
0.456
0.160
0.626
0.182
0.118
0.306
0.320
0.336
0.140
0.517
0.375
0.310
0.504
0.713
0.080
0.629
0.625
0.728
0.687

0.284
0.348
0.419
0.344
0.469
0.385
0.187
0.737
0.766
0.682
0.732
0.106
0.706
0.492
0.059
0.131
0.581
0.609
0.618
0.162
0.560
0.409
0.596
0.089
0.167
0.413
0.186
0.435
0.058
0.031
0.539
0.454
0.260
0.116
0.406
0.414
0.233
0.234
0.175
0.601
0.285
0.207
0.601
0.218
0.400
0.082
0.158
0.148
0.520
0.118
0.426
0.468
0.566
0.586
0.132
0.267
0.476
0.407
0.480
0.393
0.043
0.553
0.467
0.701
0.801

7.45
10.4
16.1
15.6
5.48
9.31
7.64
15.8
22.6
21.3
353
8.47
14.7
15
5.13
243
26.7
12.7

6.98

1.92
34.8

18.3
16.7
21.1
8.52
9.55
29
3.15

24.5

0.529

15.1
4.51
14
13.5
5.05

21.8
6.29

4.24

16.4
29.8
1.11
11.1
5.59
16.1
25
9.21
13.7
19.3
23.8
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Philippines2009 0.225 0.345 9.68
Poland2009 0.519 0.481 .
Romania2009 0.499 0.534
Russia2009 0421 0.438 .
Rwanda2006 0.340 0.349 15.1
Samoa2009 0.606 0.495 6.99
Senegal2007 0.154 0.134 14.2
Serbia2009 0.593 0.686 .
Sierra Leone2009 0.447 0.193 3.27
Slovak Republic2009 0.538 0.476
Slovenia2009 0.652 0.775 .
SouthAfrica2007 0.576 0.315 23
Swaziland2006 0.278 0.231 22.5
Tajikistan2008 0.178 0.308 .
Tanzania2006 0.170 0.198 16.8
Timor Leste2009 0.153 0.067 0
Togo2009 0.645 0.239 4.68
Tonga2009 0.447 0.547 3.97
Turkey2008 0.686 0.609 .
Uganda2006 0.139 0.169 18
Ukraine2008 0.479 0.335 .
Uruguay2006 0.554 0.527 15.3
Uruguay2010 0.638 0.526 20.7
Uzbekistan2008 0.038 0.164 .
Vanuatu2009 0.531 0.445 5.78
Venezuela2006 . 0.254 .
Vietnam2009 0.123 0.634 4.68
Yemen2010 0.170 0.122 10.2
Zambia2007 0.390 0.157 23.5

Notes: Overdraft and credit line show the proportion of firms with access to this type of credit. The final column shows the average (with most
responding 0) amount of supplier credit as a proportion of the firm’s working capital.
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COULD PEER-TO-PEER LOANS SUBSTITUTE FOR
PAYDAY LOANS?

Lynda S. Livingston, University of Puget Sound

ABSTRACT

Many consumer advocates consider payday loans—short-term, uncollateralized loans with high interest
rates—to be predatory. The need for short-term funding has spurred the quest for an alternative, an
effort encouraged and supported by regulators like the FDIC. In this paper, we evaluate the potential for
online peer-to-peer markets to provide this type of credit. We conclude that while certain features of the
P2P markets would be well suited (such as their loans’ longer terms, larger amounts, and multiple
payments), the longer time to fund and the required minimum credit scores for borrowers present
meaningful hurdles.

JEL: G21, G28
KEYWORDS: Fringe Lending, Payday Loan, Peer-to-Peer Loan
INTRODUCTION

Payday loans have been called “one of the most expensive forms of credit in the world” (Skiba and
Tobacman, 2008). A typical two-week payday loan costs $15 per $100 borrowed—a 391.07% APR, or
3,724% effective annual rate. Opponents accuse payday lenders of drawing borrowers into a “debt trap”
of extremely high-interest loans. The industry counters that its rapid growth proves that it is providing a
necessary, welfare-enhancing service to its customers.

Demand for short-term loans does not imply, however, that payday loans are the best form of supply. In
this paper, we evaluate a potential alternative, peer-to-peer (P2P) loans. In a P2P marketplace, potential
borrowers post requests for loans, and potential lenders bid on the requests that interest them. A lender
can bid as little as $25 per loan, so it may take many lenders to fully fund a successful loan request. This
more “democratic” process may be able to meet borrowers’ needs for short-term, unsecured credit more
effectively than can the payday industry.

We focus primarily on the Prosper platform, the oldest P2P network in the United States. Since opening
in 2006, Prosper’s evolution has made it a more viable payday alternative, as its minimum loan size, bid
per loan, and term have all fallen. The biggest hurdles left are access, funding speed, and required credit
score. However, we argue that these factors may not preclude at least some payday customers from being
better served by the P2P market.

P2P LOANS VERSUS PAYDAY LOANS

In a peer-to-peer market, potential borrowers use an online forum to post “listings” requesting loans.
Listings contain certain objective information verified by the P2P platform (such as the debt-to-income
ratio), as well as any additional information volunteered by the borrower (perhaps pictures or a
description of the loan’s purpose). Lenders browse listings and bid on those they like. Bids can be as low
as $25. Most loans are funded by multiple lenders, and most lenders build diversified portfolios of loans.
Only about 10% of listings are funded (see, for example, Herzenstein, et al., 2008; Freedman and Jin,

GCBF ¢ Vol. 7 « No. 1¢ 2012¢ ISSN 1941-9589 ONLINE & ISSN 1931-0285 CD | 39



Global Conference on Business and Finance Proceedings ¢ Volume 7 ¢ Number 1 2012

2008b). In this section, we consider both the loan-specific features of this market (term, size, installment
payments) and structural features (the ability of lenders to screen listings, accessibility of the platform,
required credit score for borrowers) to evaluate the potential for P2P loans to substitute for payday loans.
P2P loans are larger than payday loans. The minimum Lending Club loan is $1,000 ($2,000 for Prosper),
while the maximum for payday loans is around $700. (80% of payday loans are less than $300, according
to Stegman, 2007.) Being able to borrow more in the P2P market may actually alleviate a borrower’s
underlying financial stress. There is extensive evidence that payday borrowers frequently roll over their
loans multiple times per year. Smaller initial loans do not meet the needs of these customers—they just
end up turning into much bigger loans. Larger P2P loans, with much lower interest rates (and with dollar
costs that vary with the term of the loan) may be a more reasonable solution to the borrowers’ cashflow
problems.

In fact, Dobbie and Skiba (2011) show that relaxing the credit constraints on payday borrowers actually
reduces the risk of default. Both fringe firms in their sample limit payday loans to half of a borrower’s
net pay. This creates “discontinuities” in the schedule of loan size: these loans come in $50 increments,
so the maximum loan amount rises with every $100 increase in pay. These jumps in maximum loan size
are constraints for borrowers with paychecks just below the cutoffs. The authors show that relaxing these
constraints—allowing borrowers to increase their loan size—actually decreases the default rate. The
potential moral hazard (being more likely to default on larger loans) is mitigated. Thus, the greater
flexibility and possibility for larger loan sizes in the P2P market could improve default rates for some
constrained borrowers. Since lower-income borrowers may be more credit constrained (Dobbie and
Skiba, 2011), P2P loans may be of the most use for just the people who might otherwise turn to payday
lenders.

P2P loans also offer borrowers more time to address their cashflow problems. Adams, et al. (2009) find
that subprime borrowers’ demand for loans is much more sensitive to the loans’ terms than to their rates.
The longer terms of P2P loans therefore are attractive to this group. The rollover evidence underscores
this; customers roll over their payday loans because they really want longer-term loans.

Another important distinction of P2P loans is that they are repaid in installments. This makes P2P loans
a better vehicle for the “savings discipline” that Lawrence and Ellichausen (2008) ascribe to payday
loans. In addition, because payment is automatic and systematic, loan performance will improve (FDIC,
2005).

Having discussed the loan-specific features of the P2P market, we now turn to the structural features that
may affect the loans’ suitability for payday borrowers. Supply in the P2P market depends upon the
willing participation of many, probably amateur, individual lenders. Freedman and Jin (2008b) identify
two possible information problems for these lenders. First, since they cannot see borrowers’ exact credit
scores, they face the potential for adverse selection. Second, because they need not be professional
lenders, they may not be able to screen loans effectively. Of course, the two possible problems are
related: if lenders are somehow able to screen, they can mitigate any adverse selection. This appears to be
the case in the P2P market, suggesting that it may be able to meet the needs of payday borrowers.

The professional lenders in the payday market use an extremely streamlined screening process, to cut
costs. Eligible borrowers whose credit score is above a threshold are approved; those below are not
(Skiba and Tobacman, 2009). This thumbs up/thumbs down “discontinuity” does not exist in the P2P
market. In fact, P2P lenders do not even see the borrowers’ credit scores. Instead, the P2P platforms
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separate applicants into risk groups based on their credit characteristics; lenders know only this risk
assignment. Since higher- and lower-quality borrowers in a given risk class look the same, there is a
“lemons” problem. This problem is not just hypothetical; adverse selection in these markets is real.
Freedman and Jin (2008b) find that listings within a credit grade in fact have migrated toward the lower
end of the credit-score range. The platforms address this problem both with loan caps, which they have
always had, and by disclosing more borrower information, which they have done consistently as they
have aged. However, the platforms cannot unilaterally mitigate the second potential information problem
identified by Freedman and Jin. If lenders are poor screeners, all the information disclosure in the world
will not lead to a viable market. However, lenders are not poor screeners.

Several factors facilitate their effective screening. First, P2P lenders are using their own money. They
therefore have a strong incentive to make careful decisions. Second, lenders learn. Freedman and Jin
(2008a) conclude that loan performance on Prosper indicates that lenders exhibit dynamic learning—
making better loan selections over time—and that new lenders benefit from that accumulated knowledge.
Finally, P2P lenders turn out to be quite adept at interpreting the “soft data” in borrowers’ listings,
perhaps even more skilled than traditional bankers (who instead rely heavily on collateral; Iyer, et al.,
2009).

There are still some structural features inhibiting screening. The small minimum bid per loan may lead
lenders to substitute diversification for screening. Lenders also now have an “out”: both Prosper and
Lending Club (another P2P platform) have introduced platforms for secondary-market trading. However,
the most significant change affecting screening has been Prosper’s elimination of the borrower’s
maximum rate. Borrowers used to post the highest rate they were willing to pay for a loan. lyer, ef al.
(2009) found that this rate was the most informative soft indicator available to lenders, since it was a
credible and costly signal of borrower quality. However, borrowers can no longer send this signal, since
Prosper now simply assigns rates based on loan characteristics. (Lending Club has always done this.)
This change has probably diminished the quality of screening in the P2P market.

Nonetheless, screening is still possible, so the market is a viable payday alternative from the loan-supply
side. On the demand side, there are more significant hurdles. First, we must consider borrowers’ ability
to access the market. Payday borrowers highly value the long hours, convenient locations, and personal
service they receive at payday shops (Buckland and Martin, 2005). The internet-based P2P platforms
may be poor substitutes. However, as Buckland, Hamilton, and Reimer (2006) note, internet access is
becoming increasingly available to low-income borrowers (through community organizations and
libraries, for example). In rural areas, internet access actually may be much more convenient for small-
dollar borrowers, since fringe lenders are less common outside of cities (FDIC, 2005). In addition, the
increasing push by payday lenders into online lending suggests that an internet platform need not
automatically preclude payday borrowers from P2P markets.

Of course, internet access does not guarantee a timely—or any—loan. Payday borrowers leave the store
with their money. P2P borrowers must create a listing, go through screening by the platform (for
example, credit verification), then wait for bids. If there are not enough bids, there is no loan. Even if the
loan receives enough lender interest to be funded, there is still a delay before the borrower gets her cash.
Payday borrowers may not be the types who generally plan this far ahead. These sorts of borrowers may
require significant education before being able to use P2P loans effectively—but they undoubtedly would
require that education for any payday alternative.

GCBF ¢ Vol. 7 « No. 1¢ 2012¢ ISSN 1941-9589 ONLINE & ISSN 1931-0285 CD | 41



Global Conference on Business and Finance Proceedings ¢ Volume 7 ¢ Number 1 2012

Another potential barrier between payday borrowers and the P2P market is credit score. Both Prosper and
Lending Club require minimum FICO scores for borrowers. Prosper, in particular, is becoming more
stringent (as Lending Club always was); so much so, in fact, that Freedman and Jin (2008a) assert that
Prosper is moving from being a “comprehensive” market toward being one that simply serves traditional
borrowers. If payday borrowers’ credit scores were too low, they would be shut out of the P2P market.

FICO credit scores range from 350-800; the national median is between 700 and 750 (Adams et al.,
2009). Only 27% of Americans have FICO scores below 650 (Curry, 2006). In February of 2007, after a
year in business, Prosper raised its FICO cutoffs for its lowest two credit grades, E and HR, by 20 points
each, while prohibiting borrowers with no credit or with credit scores below 520 from borrowing. In July
of 2009, “to improve and optimize returns,” they raised the minimum credit score for borrowers to 640
(Larsen, 2009). Lending Club’s 660 minimum is even more stringent.

The difficulty in assessing a payday borrower’s ability to meet the FICO requirements is that fringe
lenders use a different credit score—the Teletrack score—when making loans. Teletrack scores
incorporate information from subprime loans, and are eight times as effective in predicting payday loan
default as FICO scores. However, the two scores are not highly correlated (only 0.26 in a matched
sample; Agarwal, et al., 2009). Therefore, it is not obvious whether the typical payday borrower can meet
the P2P market’s FICO thresholds.

We do have some information on the FICO scores of fringe borrowers. Adams, et al.(2009) study
subprime auto lending. Half of the FICO scores of borrowers in their sample were less than 500. These
fringe borrowers were low-income; they rented or lived with their parents; one-third had neither checking
nor savings accounts; more than half had a delinquency within six months before their auto loan. Their
credit scores suggested “sparse or checkered” credit histories, and they had “problematic” access to credit.
Over half of those loans ended in default; only 39% were paid in full. These, then, were not like the
typical payday borrowers. We would therefore expect payday borrowers to have FICO scores greater
than those in Adams, et al.’s sample. Additional evidence comes from Agarwal, et al.’s (2009) study of a
sample of borrowers who have both credit cards and payday loans. The average FICO score for this
group is 673, high enough for both Prosper and Lending Club (although the standard deviation is 68
points). 2,740 borrowers in their sample of 3,090 (89%) have FICO scores greater than 600 (1,906 above
650). The average Teletrack score for this group is 425 (o = 283). In a more recent study of payday
borrowers, Dobbie and Skiba (2011) find an even higher mean Teletrack score of 550. These values
suggest that at least some payday borrowers would be able to use the P2P markets.

CONCLUSION

Herzenstein, et al. (2008) assert that payday loans are “extremely detrimental” to consumers. They also
suggest that P2P lending can improve payday borrowers’ welfare. So do lyer, et al. (2009), who say,
“The uncollateralized nature of lending and the ability to lenders to partly screen suggests that peer-to-
peer markets can indeed complement and add value to the existing lending models and improve access to
credit, particularly for small individual borrowers who may otherwise be limited to costly sources of
finance like payday lenders.” In this paper, we evaluate the potential for P2P loans to be a meaningful
alternative. In some ways, they appear well suited. They are longer-term, which is a critical difference
according to consumer advocates and regulators. They are accessible anywhere, around the clock, by
internet. Their rates are magnitudes lower. Nonetheless, there are hurdles. One potential—though not
insurmountable—hurdle is the required minimum FICO credit score of at least 640. The biggest problem,
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however, is probably the time to fund: P2P loans take as long to fund as a payday loan does to mature!
Consumer advocates who wish to use the promising peer-to-peer platforms to offer alternatives to payday
loans therefore should focus their efforts on speeding up the funding process. Harnessing the social
network potential of P2P “groups” may be one way to shorten the actual bidding process (for example, if
groups bid on members’ loans, facilitating funding). The verification and actual funding are the purview
of the platforms; creating efficiencies there would require coordination between consumer advocates and
the platforms.
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CONNECTING CAPITAL BUDGETING PRACTICE
WITH THE MILES-SNOW STRATEGIC TYPE: ANOVEL
MANEGERIAL ACCOUNTING APPROACH

Nubumasa Shimizu, Waseda University
Akiko Tamura, Hosei University

ABSTRACT

This paper examines the management process for each strategic type of firm (namely, Defenders,
Prospectors, Analyzers, and Reactors) as a new way of analyzing capital budgeting from a managerial
accounting perspective. Using a 2009 survey of Japanese manufacturing firms, we reveal the following.
To start with, Defenders seldom search for new investment projects because they establish a stable status
in a limited operation domain. Therefore, the principal purpose of capital investment in this strategic type
is to improve cost competitiveness. As a result, Defenders develop the investment project in their own
way, and then evaluate profitability thoroughly following implementation. In contrast, Prospectors
continuously search for market opportunities, and evaluate and select projects in order to pioneer new
product markets and profit opportunities. Thus, the main purpose of capital investment in this strategic
type is to produce new products. Consequently, Prospectors emphasize profitability and timing in the
development phase, and then carefully compare the alternative projects available. Finally, Analyzers
carefully deliberate and decide upon the optimum timing of investment in order to seize upon market
opportunities using their existing technology. As a result, this strategic type does not aggressively pursue
capital investment.

JEL: G31 M41

KEY WORDS: Capital budgeting, management process, Miles and Snow strategic type, mail survey
INTRODUCTION

Capital budgeting is a critical problem for firms in terms of restraining organizational activity and
retaining a large amount of capital over the long term. The theoretical research on the capital budgeting
decision began after World War II and has had a great influence on managerial accounting (Hiromoto
[1993]). As a result, managerial accounting research on capital budgeting has been strongly influenced by
finance theory, and so most discussion has concerned the use of common economic evaluation
techniques, including the payback method, simple rates of return, net present value, the internal rate of
return, and real options (Sugiyama [2002]). This tendency is especially clear in managerial accounting
research on capital budgeting (also known as capital investment budgeting or the capital budgeting
decision) in Japan (Shimizu [2004]).

Unfortunately, where economic evaluation techniques have been the focus of capital budgeting decisions,
there has been a corresponding neglect of managerial accounting (Northcott[1992]). The mail survey
employed in this current research uncovered the following key features of capital budgeting management
in Japanese firms (Shimizu et al. [2007]). First, economic evaluation techniques feature in most phases of
capital budgeting, including development, proposal, deliberation, authorization, and postinvestment
evaluation. Second, there is a ranking of the various capital budgeting projects available to the firm.
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Finally, economic evaluation techniques help to set capital budgeting targets in the firm and the limits to
capital spending. Although these are only some of the many interesting details revealed in the survey,
they do suggest that capital budgeting management in managerial accounting (that is to say, capital
budgeting) includes many more factors than described in either the previous research or texts.

Therefore, in order fully to explain capital budgeting as managerial accounting, we need to know not only
about the investment decision but also about the series of management processes involved; that is, how
capital budgeting projects in actual firms are developed, authorized, and implemented (Haka[2007],
Maccarrone [1996], Toribe [1997], Yamamoto [1998], and Shimizu [2006]). Accordingly, the principal
aim of this paper is to consider the management process fitted to each strategic type as a new way of
clarifying capital budgeting as managerial accounting, and to describe the reality of capital budgeting in
Japanese firms. Our chief motivations for the analysis are: first, that the firm’s strategy must affect capital
budgeting management, and second, that capital budgeting should fit with each firm’s chosen strategy in
order to improve business results.

The remainder of the paper is organized as follows. In Section 2, we introduce the theory of Miles and
Snow [1978] and describe the method used to group firms into strategic types. In Sections 3, 4 and 5, we
analyze the stance and purpose of capital investment, capital budgeting management, and capital
budgeting in the planning system for each strategic type using the results of our mail survey. We then
extract the distinctive characteristics of capital budgeting as fitted to each strategic type. Finally, in
Section 6, we present the implications of our work and suggest some possible future research directions.

MILES AND SNOW THEORY AND THE TYPOLORY OF FIRMS

Miles and Snow Theory

In brief, and following Tsuchiya [1983], the theoretical framework of strategic types that Miles and Snow
[1978] proposed is as follows. First, the organization develops a strategy in order to adapt to its
environment and to choose and create an adaptive environment. Second, in order to implement the
strategy effectively, an organizational structure adapted to this strategy is required. Third, the organization
needs management processes adapted to the strategy to employ efficient behavior. Fourth, the structure
and processes that the organization already has are conditions for the strategy developed next. Fifth,
therefore, the subject of the dominant coalition of the organization is to adapt strategy, structure and
process interactively for the organization to be effective and to behave efficiently. Finally, there are four
forms of possible adaptive behavior for the organization: the Defender, the Prospector, the Analyzer, and
the Reactor.

Put another way, firms survive in a competitive environment by controlling the following series of
processes: first, deciding upon the organizational domain in which they behave (the entrepreneurial
problem), second, deciding upon what system they will use to operate the activity (the engineering
problem), and third, formulating and implementing the management processes needed to operate these
systems successfully (the administrative problem). There are four possible patterns of adaptation.
Drawing on Miles and Snow [1978], these four environmental adaptations of organizations (strategic
types) have the following characteristics.

e Defender: This strategic type limits its operational area to a relatively narrow product market

where it improves efficiency and cost competitiveness, and establishes firm status.

GCBF ¢ Vol. 7 « No. 1¢ 2012¢ ISSN 1941-9589 ONLINE & ISSN 1931-0285 CD | 46



Global Conference on Business and Finance Proceedings ¢ Volume 7 ¢ Number 1 2012

e Prospector: This strategic type always searches for market opportunities to obtain profits. It
aggressively creates change and uncertainty and develops new products and markets.

e Analyzer: This strategic type establishes firm status in existing product markets but also searches
for market opportunities that it can cope with using its existing technology and rapidly seizes these
if they appear promising.

e Reactor: The strategy in this strategic type is not functioning properly. It cannot adapt; rather, it
merely reacts to environmental change and lacks consistent organizational activity.

The main objective of our 2009 mail survey is to distinguish clearly the characteristics of those strategic
types whose strategy is functioning (Defenders, Prospectors, and Analyzers) (Many researches which are
applied Miles and Snow strategic theory to managerial accounting only discuss two types, namely
Defenders and Prospectors, instead of four types. See Simons [1987]. Fukuda [2008] discuss Defenders
and Prospectors in Japanese firms).

Outline of the mail survey

We sent our mail survey to a sample of Japanese manufacturing firms in March 1, 2009 and received
responses by April 30, 2009. We mainly addressed the questionnaires to the management planning
sections of 853 Japanese manufacturing firms listed on the Tokyo Stock Exchange First Section,
requesting them to respond concerning capital investment for their main product. Unfortunately, the
response rate to the survey was only 11.72% (100 of the 853 companies). This response rate was
significantly lower than our previous survey in 2005 (Shimizu et al. [2007]), one reason being that our
request for a response coincided with an exceptionally busy period in accounting settlements associated
with the so-called Lehman Shock. Table 1 provides the number of respondent firms by industry. Using a
Chi-squared test, we confirm that the respondent firms’ distribution by industry is comparable to all
manufacturing firms listed on the First Section of the Tokyo Stock Exchange. We also compare firm scale
(total assets and capital stock) across respondent and nonrespondent firms, and find no significant
difference.

Table 1: Respondent Firms by Industry

Foods Textiles & Pulpand Chemical Pharmaceutica  Oil and coal Rubber Glass &
apparel paper S Is products commodities ceramics
6 (6%) 2 (2%) 1 (1%) 11 (11%) 1 (1%) 2 (2%) 0 (0%) 3 (3%)
Iron& Nonferrous Metal Machinery Electric Transportatio Precision Other
steel metals products appliances n equipment instruments Products
7 (7%) 4 (4%) 7 (7%) 13 (13%) 23 (23%) 13 (13%) 2 (2%) 5 (5%)

Note: Number of firms and percentage of total responses in parentheses

The Method Used to Measure Strategic Typology and the Results

In order to classify the respondent firms into four strategic types, we adopted the measurement of
strategic types described by Conant et al. [1990]. This method has been successful in many studies as a
useful way of grouping firms into Miles—Snow strategic types (DeSalbo et al. [2005]). The classification
procedure proposed by Conant et al. [2005] is as follows. To start with, we prepared 11 questions that
explicated the three basic problems in Miles and Snow’s [1978] adaptive-cycle model. These comprised
four questions regarding the entrepreneurial problem that develop the strategy, three questions concerning
the engineering problem that creates the systems to operate the strategy, and four questions about the
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administrative questions in managing the system. We then constructed four distinct response options
characterizing the four possible strategic types (Defender, Prospector, Analyzer, and Reactor) for each of
the 11 questions.

Next, an as a basic rule, the sample firms were classified into one of the four strategic types depending on
the response option selected most often. For instance, we classified the firm as a Defender if it most often
chose Defender response options. However, if the number of response options tied between Defender,
Prospector, and/or Analyzer response options, the firm was classified as an Analyzer, while if they tied
involving Reactor response options, the firm was classified as a Reactor.

The results of the classification of the respondent firms by the procedure described as following.The
largest number of firms are Analyzers (44 firms), followed by Defenders (21 firms), and then Prospectors
(16 firms). We were unable to classify one firm because it did not respond to all of the questions in the
survey. This reduced our sample size to 99 firms. We also do not examine Reactors (18 firms) in detail
because they do not operate consistently, though we do list their responses for reference.

Stance on Capital Investment and Its Purpose

We first examine the firm’s stance on capital investment. The scale used for the questions on capital
investment stance is a S5-point Likert scale (1 = withhold investment, 3 = neutral stance, 5 = invest
aggressively). We questioned firms on their investment stance both at the time of the survey (2009) and
three years ago (2006). Table 2 reports the results for this response. As shown, three years ago, more than
half of firms responded either 4 or 5 on the scale; that is, the majority of firms were investing positively
as business conditions were recovering. In contrast, in 2009, more than half of firms chose 1 or 2; that is,
the majority of firms had a negative stance on investment going into the recession.

Table 2: The Stance on Capital Investment

Response option Stance at present (2009)  Stance three years ago (2006)

1 Withhold investment 45 (45.5) 6 (6.1)
2 21(21.2) 8(8.1)
3 Neutral stance 10 (10.1) 16 (16.2)
4 17 (17.2) 33(33.3)
5 Invest aggressively 6 (6.1) 36 (36.4)
Total 99 (100) 99 (100)

Note: Percentage number of responses in parentheses

We next observe the results by strategic type. Table 3 reports the means and standard deviations of the
response to the questions on investment stance on the 5-point Likert scale for each strategic type and all
firms. As the differences in responses among the various strategic types are important, we emphasize the
difference by halftoning the maximum mean and underlining the minimum mean if the difference
between maximum and minimum mean is more than 0.3 (we undertake a similar procedure in the
remaining tables).

As shown, Prospectors invested most positively, both three years ago (2006) and at present (2009). This
may indicate the Prospector’s attitude of taking risks to seek profit. Three years ago, Analyzers took the
most negative stance towards investment, while at present, Defenders take the most negative stance. One
contemporary argument is that the Japanese economy cannot recover from recession because capital
investment is not increasing. Policy makers must then develop policy to stimulate investment for each
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strategic type depending on their characteristics, rather than applying the same policy for all firms by
assuming that every firm displays identical behavior toward investment.

Table 3: Stance on Investment by Strategic Type

Defender Prospector Analyzer Reactor Total

(21 firms) (16 firms) (44 firms) (18 firms) (99 firms)
Stance at present 1.81 2.50 2.11 2.44 2.17
(2009) (1.078) (1.673) (1.298) (1.338) (1.333)
Stance three years ago 3.81 4.13 3.75 3.94 3.86
(2006) (1.250) (1.360) (1.144) (1.056) (1.178)

Notes: Upper value = mean, lower value = (standard deviation), the highest mean among 3 types is in halftone and the lowest mean among 3
types is underlined.

We also questioned firms on the frequency of capital investment by purpose using 5-point Likert scale (1
= never carry out, 5 = always carry out). Table 4 reports the means and standard deviations of the
responses. The most frequent investment purpose was “(3) to improve production lines” (3.76).

Table 4: Purpose of Capital Investment by Strategic Type

Question item Defender Prospector Analyzer Reactor Total
(21 firms) (16 firms) (44 firms) (18 firms) (99 firms)
(1) Replace 3.38 3.75 3.32 3.61 3.45
(1.117) (1.183) 0.934 (1.145) (1.052)
(2) Increase 333 3.88 3.43 3.78 3.55
Production (0.966) (0.957) (0.873) (0.732) (0.895)
(3) Improve 3.81 4.13 3.66 3.61 3.76
production lines (0.981) (0.885) (0.745) (0.979) (0.870)
(4) Produce new 3.52 4.06 3.48 3.50 3.59
Products (1.078) (0.854) (0.952) (1.150) (1.010)

Notes: Upper value = mean, lower value in row = (standard deviation), the highest mean among 3 types is in halftone and the lowest mean
among 3 types is underlined.

We now examine the purpose and frequency of capital investment by strategic type. As shown in Table 4,
Prospectors invest most frequently for every purpose, while Defenders invest least frequently “(2) to
increase production” and Analyzers invest least frequently for other purposes. Similarly, Defenders and
Analyzers invest less frequently than Prospectors do, and this coincides with their more negative stance
on capital investment in Table 4. What do the data suggest? In sum, Prospectors invest more frequently
“(3) to improve production lines” and “(4) to produce new products”. Of these, investing relatively more
“(4) to produce new products” may indicate the continuous seeking of market opportunities characteristic
of Prospectors. Moreover, Prospectors invest more frequently “(1) to replace” and “(2) to increase
production” than the other strategic types, and this reflects their attitude to increasing sales after entering
the market. In contrast, Defenders and Analyzers invest more frequently “(3) to improve production lines”
than for any other purpose. This appears to fit the theory in that Analyzers seek market opportunities that
they can handle using existing technology, so they often develop products that they can produce using
existing equipment. Likewise, Defenders produce the same kind of product, so they may not require
frequent capital investment.

CAPITAL BUDGETING MANAGEMENT AND STRATEGIC TYPE

In order to understand the firm’s actual capital budgeting process, we propose the following model. This
is based on the strategic capital budgeting planning process presented by Maccarrone [1996, p. 44] of
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Development/evaluation — Selection — Authorization — Implementation and control — Postauditing
Here “Development of the project” refers to the desirable capital investment being analyzed as a capital
budgeting project. “Project proposal” is the project being proposed to headquarters. “Deliberation and
authorization” indicates the capital budgeting project proposed from the subordinate section of the
organization being discussed and finally approved at the highest level. Finally, “Implementation and
postinvestment evaluation” refers to the capital expenditure phase and the ex post monitoring of the
project.

We posed questions concerning each of the four phases of the management process described above,
numbering 18 question items in total. The scale used for each question item is again on a 5-point Likert

scale (1 = do not agree at all, 5 = strongly agree).

Development of the project phase

We included four questions concerning the “Development of the project” phase. We use Table 5 to
analyze management in the “Development” phase. As shown, Defenders “(1) organize team” relatively
less than Prospectors and Analyzers, while a smaller number of firms organize teams at the
“Development” phase overall. This is because Defenders operate continuously in an existing
organizational domain; thus, they can cope with project development using existing technology. This is
generally a standing system, such as a department of production management. In contrast, Prospectors
continually enter new organizational domains. As a result, Prospectors form new project teams consisting
of members with detailed knowledge of the new technology to handle the new domain. In addition,
Analyzers enter a new domain by combining existing technologies. To handle this, Analyzers form
project teams consisting of members with different technology. Whether or not “(2) the developer of the
investment project compares two or more ideas”, Prospectors are most likely to carry it out, followed by
Analyzers, while Defenders are least likely to carry it out. As Prospectors invest to enter new product
market domains, they more carefully develop their investment plans. Similarly, more Prospectors
indicates that “(3) the developer of the investment project is recognizing the level of profitability that
should be achieved”. Interestingly, more Analyzers, as well as Prospectors, respond that “(4) the
developer of the investment project is recognizing the appropriate timing of investment”. This may be
because investing with appropriate timing in response to demand is very important for both Analyzers and
Prospectors.

Table 5: Management Processes in the “Development” Phase by Strategic Type

Question item Defender Prospector Analyzer Reactor
(21 firms) (16 firms) (44 firms) (18 firms)

(1) Team organization 2.62 3.00 3.05 2.94
(1.024) (0.966) (0.939) (0.998)

(2) Comparison of multiple projects 3.86 4.19 4.02 4.11
(0.727) (0.911) (0.832) (0.832)

(3) Profitability check 4.14 4.50 430 4.61
(0.854) (0.816) (0.701) (0.850)

(4) Appropriate timing 3.76 431 436 4.44
(0.889) (0.873) (0.685) (0.705)

Notes: Upper value = mean, lower value in row = (standard deviation), the highest mean among 3 types is in halftone and the lowest mean
among 3 types is underlined.
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Proposal phase

Next, we employ Table 6 to observe the management in the “Proposal” phase by strategic type. As
detailed, Analyzers respond more often that “(5) when the investment project is proposed, the item that
should be deliberated upon is decided”. Because Analyzers may face some difficulty in adjusting
deliberated items, they decide capital investment at the final deliberation. Conversely, Prospectors and
Analyzers respond more than Defenders that they “(8) propose in exact timing with investment”. This is
because Prospectors and Analyzers run a greater risk of losing from the incorrect timing of investment,
while Defenders perform in a more stable domain.

Table 6: Management Processes in the “Proposal” Phase by Strategic Type

Question item Defender Prospector Analyzer Reactor
(21 firms) (16 firms) (44 firms) (18 firms)
(5) Formalization of deliberation item 3.86 4.13 4.32 4.06
(0.910) (1.088) (0.639) (8.02)
(6) Ranking of priority 3.90 4.00 4.14 4.06
(0.768) (0.816) (0.639) (0.802)
(7) Profitability check 4.00 3.88 4.09 4.00
(0.949) (1.147) (0.772) (1.138)
(8) Exact timing 4.00 444 4.32 4.06
(0.775) (0.814) (0.708) (0.938)

Note: Upper value = mean, lower value = (Standard deviation), the highest mean among 3 types is in halftone and the lowest mean among 3
types is underlined, (if the difference between the highest and the lowest mean is more than 0.3).

Deliberation and authorization phase

We examine the management of “Deliberation and authorization” by strategic type using Table 7. As
shown, more Prospectors and Analyzers on average follow “(9) observance of deliberation procedure”;
that is, Prospectors and Analyzers seldom allow exceptions. In addition, Prospectors and Analyzers tend
to undertake the “(11) comparison of implemented plans” in the “Deliberation and authorization” phase.
This may be because the right or wrong investment directly leads to business success or failure in
Prospectors and Analyzers. As also shown, Analyzers most value timing, while Defenders act in a more
stable domain.

This table also reveals the Analyzers’ strategy of seizing on promising market opportunities. In contrast,
Prospectors have shorter deliberation periods, as they may essentially make almost all investment
decisions before the “Deliberation and authorization” phase.

Implementation and postinvestment evaluation phase

Finally, we analyze management in the “Implementation and postinvestment evaluation” phase by
strategic type. As shown, Analyzers most often undertake “(15) evaluation continuously”, unlike
Prospectors. In addition, Defenders most often undertake “(16) a profitability check” after investment,
unlike Prospectors. One characteristic of the Prospector’s planning sequence is that they evaluate
investment projects in the development, proposal and deliberation phases, then move to develop a detailed
operating plan; that is, Evaluate — Act — Plan (Males and Snow [1987], p. 62). Therefore, a
characteristic of Prospectors is that they do not evaluate carefully after investment. As an alternative,
Defenders continuously repeat the planning sequence of Plan — Act — Evaluate, then carefully evaluate
following investment. This leads to continuity and thoroughness in evaluation and the postinvestment
profitability check.
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Table 7: Management Processes in the “Deliberation and authorization” Phase by Strategic Type

Question item Defender Prospector Analyzer Reactor
(21 firms) (16 firms) (44 firms) (18 firms)

(9) Observance of deliberation procedure 4.57 5.00 4.89 4.61
(0.746) (0.000) (0.321) (0.850)

(10) Deliberation on each project 4.38 4.63 4.59 4.17
(0.669) (0.500) (0.757) (0.857)

(11) Comparison of implementation plans 3.29 3.81 3.61 3.78
(1.007) (0.834) (0.784) (1.060)

(12) Profitability check 4.19 4.19 4.27 433
(0.750) (0.629) (0.899) (0.970)

(13) Timing check 4.05 4.06 4.52 4.44
(0.805) (0.929) (0.590) (0.856)

Note: Upper value = mean, lower value = (Standard deviation), the highest mean among 3 types is in halftone and the lowest mean among 3
types is underlined, (if the difference between the highest and the lowest mean is more than 0.3).

Table 8: Management Process in the “Implementation and Postinvestment Evaluation” Phase by Strategic

Type

Question item Defender Prospector Analyzer Reactor
(21 firms) (16 firms) (44 firms) (18 firms)

(14) Monitoring of implementation 343 3.69 3.66 4.06
(1.028) (1.014) (0.939) (0.998)

(15) Continuity of evaluation 3.57 3.38 3.73 3.61
(1.207) (1.147) (1.020) (0.916)

(16) Profitability check 3.81 3.38 3.73 3.61
(1.078) (1.147) (1.042) (0.979)

(17) Analysis of failed projects 3.24 3.44 3.59 3.67
(0.889) (1.094) (0.923) (0.767)

(18) Relation with performance evaluation 2.86 3.50 3.00 3.28
(1.195) (0.966) (0.940) (1.127)

Note: Upper value = mean, lower value = (Standard deviation), the highest mean among 3 types is in halftone and the lowest mean among 3
types is underlined, (if the difference between the highest and the lowest mean is more than 0.3).

CAPITAL BUDGETING IN PLANNING SYSTEM AND STRATEGIC TYPE

It is impossible for firms to implement all available investment projects, even if they recognize the
necessity of investment. Firms are then subject to a budget constraint and have a limited ability to manage
investment projects. Therefore, they need to coordinate investment projects by collecting and selecting
information on each. In this mail survey, we asked how each investment project is coordinated across four
stages. These are medium-/long-term budget plans, annual budget (plan), between medium-/long-term
and annual budget, and deliberation just before implementing investment. The scale used for each
question item is a 5-point Likert scale (1 = do not agree at all, 5 = strongly agree).

First, we examine the overall tendency of respondent firms using Table 9. Comparing registration, timing,
and the priority of investment project across the medium-/long-term plan ((1), (2), (3)) and the annual
budget ((4),(5),(6)), the mean values for each question are higher for the annual budget than for the
medium-/long-term plan. For example, the mean value of registration of the project is 3.87 in the
medium/long term and 4.55 in the annual budget, so it is clear that most firms register investment projects
in the annual budget. Therefore, the investment project is recognized by the organization in the annual
budget rather than in the medium-/long-term plan. In addition, firms consider investment timing and rank
investment priority in the annual budget rather than in the medium-/long-term plan. In other words, there
is every possibility that the coordination for investment projects is secured in the annual budget.
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From (7) and (8), the selection and addition of investment projects are incurred to some degree in the
medium-/long-term plan and the annual budget. As the mean values of the responses for (9), (10), (11)
and (12) are greater than four, it is clear that most Japanese firms perform deliberation on each project
apart from the annual budget, and set budget limits and implement investment within the budget limits.

Table 9: Capital Budgeting in the Planning System (All Firms)

# Content of question item Mean
(Standard
deviation)

(1) Register investment project in medium-/long-term plan. 3.87
(1.027)

2) Timing of investment is written clearly in medium-/long-term plan. 3.79
(1.013)

3) Priority for investment project is ranked in medium-/long-term plan. 3.43
(1.012)

4) Register investment project in annual budget. 4.55
(0.659)

5) Timing of investment is written clearly in annual budget. 4.39
(0.780)

(6) Priority for investment project is ranked in annual budget. 3.86
(0.958)

7) Investment project that is registered in annual budget is selected from the projects that are registered in 3.71
medium-/long-term plan. (0.860)

) New capital investment project that is not in medium-/long-term plan can be added in annual budget. 3.75
(0.800)

) Detailed deliberation and authorization of investment plan takes place before implementation aside 4.09
from annual budget. (1.135)

(10) The deliberation of each project takes place separately. 4.18
(1.014)

(11) Budget limit for investment is set in annual budget. 4.49
(0.813)

(12) Capital investment is implemented within the annual budget limit. 4.20
(0.700)

Next, we examine capital budgeting by strategic type. In the medium-/long-term plan, Prospectors most
respond “(1) register investment project” and “(2) write investment timing” and “(3) rank investment
priority”, while Analyzers closely follow the practice of Prospectors, unlike Defenders. In the annual
budget, although Prospectors similarly obtain higher mean values for these question items, Analyzers
have as low a mean value as Defenders. Between the medium-/long-term plan and the annual budget,
Prospectors most often “(7) select investment project” and “(8) add new investment project”, while
Defenders do so least often, and Analyzers are similar to Defenders. On this basis, it is clear that
Defenders tend not to seek new investment projects, while Prospectors collect information and select
projects well.

Analyzers most often “(9) authorize the project just before implementation aside from annual budget”,
unlike Defenders and Prospectors. Analyzers need to evaluate and select the project just before
implementation to seize market opportunities. However, Defenders and Prospectors complete project
evaluation before deliberation, so authorization tends to be just a formality. Analyzers and Prospectors
similarly place emphasis on “(10) deliberation on each project separately”, unlike Defenders. This means
that Analyzers and Prospectors deliberate carefully on each project in order to enter new product market
domains, while Defenders seldom do so because they operate in an existing product market domain.
Finally, Prospectors most often “(11) set budget limit”, followed by Analyzers, and less like Defenders.
Put differently, Prospectors and Defenders keep to a budget limit, unlike Analyzers. This is because
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Analyzers have to use their budget flexibly because they evaluate and select projects in the short term,
while Prospectors actively manage investment projects.

Table 10: Capital Budgeting in the Planning System by Strategic Type

Question item Defender Prospector Analyzer Reactor
(21 firms) (16 firms) (44 firms) (18 firms)
(1) Registration in medium-/long-term plan 3.57 4.13 3.89 3.94
(1.12D (0.885) (1.039) (0.998)
(2) Timing written in medium-/long-term plan 3.48 4.00 3.84 3.83
(1.078) (0.894) (1.077) (0.857)
(3) Priority rank in medium-/long-term plan 3.33 3.56 3.39 3.56
(1.111) (0.892) (1.061) (0.922)
(4) Registration  in annual budget 4.43 4.94 4.43 4.61
(0.676) (0.250) (0.728) (0.608)
(5) Timing written in annual budget 4.19 4.88 4.34 433
(0.928) (0.342) (0.745) (0.840)
(6) Priority rank in annual budget 3.76 431 3.75 3.83
(0.944) (0.946) (0.866) (1.150)
(7) Selection of the projects 3.52 431 3.64 3.56
(0.928) (0.602) (0.780) (0.984)
(8) Addition of the projects 3.43 4.00 3.73 3.94
(0.870) (0.966) (0.624) (0.873)
(9) Authorization just before implementation 3.71 3.75 4.32 4.28
(1.309) (1.390) (0.857) (1.179)
(10) Deliberation on each project 3.67 4.25 434 433
(1.317) (1.238) (0.776) (0.767)
(11) Setting budget limit 4.29 4.81 445 4.56
(1.007) (0.403) (0.848) (0.705)
(12) Keeping budget limit 443 4.44 4.05 4.11
(0.598) (0.629) (0.680) (0.832)

Note: Upper value = mean, lower value = (Standard deviation), the highest mean among 3 types is in halftone and the lowest mean among 3
types is underlined, (if the difference between the highest and the lowest mean is more than 0.3).

CONCLUSION

Our principal motivations in this paper are that capital budgeting management must be affected by firm
strategy and that capital budgeting should therefore be adapted to each firm’s strategy to improve
business results. In the analysis, we describe the capital budgeting appropriate for each strategic type by
illustrating the differences in stance and purpose, management process and budgeting for the three
strategic types in Miles and Snow [1978]. The major capital budgeting characteristics of these three
strategic types are as follows. First, Defenders seldom search for new investment projects because they
establish a stable status in a limited operational domain. Therefore, their main purpose of capital
investment is to improve cost competitiveness. They then develop investment projects in their own way,
and then thoroughly evaluate profitability following implementation.

Second, Prospectors continuously search for market opportunities, and evaluate and select projects in
order to pioneer and to profit from new product markets. Thus, the main purpose of capital investment for
these firms is to produce new products. In doing so, they address profitability and timing in the
“Development” phase and carefully compare the alternative projects available. Finally, Analyzers
deliberate carefully and optimally time investment to seize market opportunities using their existing
technology. They are not aggressive in capital investment. We thus provide clear evidence that firm
strategy affects capital budgeting management. Therefore, one potential future research topic is whether
capital budgeting as fitted to strategic type leads to improvements in business performance. Although we
leave this for future research, we briefly outline and discuss the return on assets for each strategic type.
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Table 11: Average Return on Assets by Strategic Type

Return on capital Defender Prospector Analyzer Reactor Total
4-year average 4.96% 7.43% 7.12% 7.87% 6.85%
(2005-08) (3.97) (5.03) (4.51) (4.93) (4.61)

21 16 44 18 99
S-year average 4.16% 7.20% 6.22 6.81% 6.03
(2005-09) (3.50) (4.09) (4.17) (4.52) (4.17)
21 15 43 18 97

Note: Upper value in row = mean, middle value in row = (standard deviation), lower value in row = number of sample firms.
Source: NEEDS Financial QUEST

As shown in Table 11, by comparing the 4- and 5-year average returns on assets, we can see that the
Japanese economy moved into recession from 2008 to 2009 because return on assets was worsening, both
across all firms and for every strategic type. However, for both sample periods, return was highest for
Prospectors, followed by Analyzers, and then Defenders. We therefore must take some care because a
difference in return does not necessarily imply some relative superiority or inferiority in strategic type.
Instead, we assume that return would improve only if each firm were to undertake capital budget
management in line with its strategic type. Furthermore, although we only emphasize the capital
budgeting management matched with strategic type, there will be necessary capital budgeting
management for every strategic type. For instance, Shimizu et al. [2008] have extracted the appropriate
capital budgeting management that has led to improvement in firm performance. These considerations
remain an important subject for us to explore.
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ABSTRACT

Today’s business reaches many new frontiers (Afful, 2006), making it poignant to ask: How can the
business curriculum provide excellence? A sampling of new components to the business curriculum
includes: new technology, new financial instruments trading among new groups of investors on new
exchanges with new ownership;, new global markets developing at a furious pace; new regulations
affecting a panoply of industries; new metrics to analyze corporate profitability; new standards for public
policy; and, new methods of educating students termed non-traditional learners, in addition to
traditional-aged learners. The intent of this paper is to answer the question: How can the business
curriculum provide excellence? This paper suggests that the re-emergence of military history in the
business curriculum is an example of continued excellence by business programs. Research is limited
regarding curricula and enrollment by business students in military history courses, thus, the research
focuses on a review of the literature for pedagogical purposes. This paper discusses the reasons for
incorporating military history, i.e., the influence of military might on the development of past empires, as
a source of essential knowledge and keen insights for future business decisions, and finds a clear example
of excellence in today’s business curriculum.
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BALANCED SCORECARD PRACTICES AND
DETERMINANTS: AN EMPIRICAL STUDY OF LISTED
COMPANIES IN THAILAND

Wasatorn Shutibhinyo, Chulalongkorn University
ABSTRACT

This paper develops a framework for Balanced Scorecard (BSC) stage classification (non-adoption,
adoption and implementation) by considering BSC attributes embedded in firm’s performance
measurement system and examines how various determinants (external, structural, attitudinal and
executional factors) affect each BSC stage. Based on a survey, 26% and 64% are BSC-adoption and
BSC-implementation firms respectively. The findings also reveal the evidence of the different
interpretations of BSC resulting in misclassification. Regarding determinant test, the results show that
the importance levels of determinants somehow vary by stages and clearly differ from the findings if
employing firms’ self-assessed responses. This research contributes to BSC literature by highlighting
how to identify the BSC stages without taking firm’s self-assessed response about the BSC application as
given and by providing the evidence of stage-dependent determinants. This study also sheds some light
on Technology Acceptance Model as attitudinal factor is another key determinant for implementing BSC.

JEL: M490 and M190

KEYWORDS: Balanced Scorecard, Implementation, Adoption, Determinants, Technology Acceptance
Model

INTRODUCTION

Over two decades of the Balanced scorecard (BSC) devised by Kaplan and Norton in 1992, it has
attracted considerable interest worldwide, including Thailand (Decharin, 2003; Thinwilai, 2005;
Yongvanich and Guthrie, 2009). As it relates to the advancement of the performance measurement
system, one of the responsibilities of accountants, BSC becomes one of the most important developments
in management accounting, particularly in strategic planning and control (Atkinson et al., 1997). Many
studies explore the BSC diffusion, examine factors influencing the adoption and the implementation of
BSC, and investigate the effects of BSC implementation. However, prior studies provide mixed results
since they have not provided a clear definition of BSC application. More importantly, they are likely to
take firms’ responses about BSC application as given.

Several studies use “Adoption” and “Implementation” interchangeably despite different meanings.
Adapted from Roger (2003), BSC-adoption firm is one that is at the stage of choosing to follow BSC idea
by making use of financial and nonfinancial measures along multiple dimensions. BSC-implementation
firm is the firm that at the stage of carrying out a practical means for accomplishing BSC usage. Thus,
BSC stages should consist of Non-adoption, Adoption, and Implementation. Additionally, most studies
have trusted in firms’ self-assessed responses about BSC application. This can bias the research results as
firms may differently understand the BSC concept, leading to dissimilar criteria used to judge to which
stages of BSC application they belong (Kaplan, 2010). Hence, this raises the importance of the accurate
determination of BSC application at the beginning of research projects (Burkert et al., 2010). To avoid
misunderstanding about BSC, the elements of BSC should be taken into account in order to properly
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identify the stages of BSC application. This method allows researcher to accurately investigate the extent
of BSC usage and the determinant and the consequence of BSC application.

To date, little research has been published on performance measurement systems, particularly BSC, in the
context of Thailand. As Thai firms are not required to apply Balanced Scorecard, it is expected that
certain companies apply BSC either intentionally or unintentionally. In this study, the characteristics of
firms’ performance measurement systems are explored to reflect the BSC attributes, which are then used
for classifying the stage of BSC application. Once the stages of BSC application are identified,
understanding the determinants of BSC application is important as it presents the factors that help
facilitate or impede moving forward from one stage to another.

Therefore, the objectives of this study are to develop a framework of BSC application and to use such
framework to identify the BSC attributes and BSC stages of survey-responding firms. This study also
represents an extension of prior studies by drawing the determinants from the organizational innovation,
technology acceptance model (TAM) and contingency theory to examine whether external, structural,
attitudinal and executional factors affect adoption and implementation stage of BSC.This paper
contributes to BSC by developing conceptionalization and operationalization of BSC framework which
can be further used by both academics and practitioners. This paper also explores the BSC application in
Thailand to complement the prior studies mostly conducted in US and Europe. This study extends prior
determinant literature of BSC and TAM by going further into details of the determinant-innovation
relation to reveal how factors ease or inhibit the BSC implementation process. This paper is divided into
five sections. The first section is the introduction discussed earlier. The second section presents a brief
literature review, followed by the research methodology. The fourth section shows the developed BSC
framework and the empirical results. The last section concludes the paper.

LITERATURE REVIEW

Balanced Scorecard (BSC)

Balanced scorecard is initially devised by Kaplan and Norton as the multi-dimensional performance
measurement system with a collection of financial and nonfinancial measures and is now transformed into
a strategic performance measurement system (Kaplan and Norton, 1992; 1996; 2001; 2008). BSC
incorporates various important attributes as shown in Table 1.

Table 1: The attributes of Balance Scorecard

BSC Attributes Explanation

Translating strategy into | This feature is a foundation of BSC. Without this characteristic, firms cannot claim that it has implemented BSC.
operation terms | This key attribute includes three sub-attributes — (1.1) Multiple perspectives, (1.2) Measures derived from
(Strategy) strategy, and (1.3) Cause-and-effect relationships among the strategic objectives or measures.

Aligning the | Since organization consists of various business units and support departments, it is important to align business

organizational units to
the strategy (Alignment)
Communicating strategy
to employees
(Communication)
Providing feedback and
learning (Feedback)

units’ and functional units’ strategies to the corporate-level strategy in order to generate the corporate synergy,
which causes a collection of business units to create value than if each unit operates autonomously.

The CEOs and executives cannot run the business by themselves. Communicating and educating ensure that
employees understand firm’s strategy and scorecard. This intrinsically and extrinsically motivates employees to
perform their works in the ways that contribute to the success of the strategy.

Strategy should be linked to the budgeting process by setting targets for the strategic measures and by screening
the strategic initiatives for achieving such targets. The feedback and learning process is also needed to enable
strategic refinements or make strategy a continual process.
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Most prior studies have not simultaneously concerned all the above-mentioned BSC attributes. Some
prior studies have focused only on sub-attribute or one BSC attribute (e.g., Gosselin, 2005; Abernethy et
al., 2005), while some have done on the various combinations of the BSC features (e.g., Malina and Selto,
2001; Malina et al., 2007). Only one study (De Geuser et al., 2009) refers and tests all four BSC features
separately; however, they focus only on BSC users and test whether these four features of BSC and top
management support are the sources of BSC contributions. They find that attribute 1 (Strategy) and 4
(Feedback) seem to be the key sources of overall improvement; while attribute 2 (Alignment) and 3
(Communication) show marginal impact. Top management support does not influence any perceived
organizational performance.

The Stages of BSC Application

Most prior studies (e.g., Ittner et al., 2003; Thinwilai, 2005; Yu et al., 2008) have assigned firm as non-
BSC or BSC based on firm’s self-assessed response about the stage that firm has selected in the
questionnaire. Few studies (i.e., Speckbacher et al., 2003; Yongvanich and Guthrie, 2009) additionally
consider BSC attributes for firms that respond that they are at the stage of BSC usage. For example,
Speckbacher et al. (2003) developed the classification framework as follows:

Table 2: Speckbacher et al.’s (2003) Classification Framework

BSC Stages BSC Type Criteria
(1) No contact with BSC thus far Non-BSC firm
(2) Know BSC

(3) Studied BSC, but no concrete steps taken
(4) First steps already taken
(5) BSC project has existed

(6) BSC implemented in individual business units | BSC ~ Type1 (1) Identify strategic measures or objectives
(7) BSC implemented for entire company firm (2) Group strategic measures or objectives into perspectives
Type2  Type 1 with the following criterion:
(1) Employ cause-and-effect chains
Type3  Type 2 with some or all of the following criteria:
(1) Contain action plans/target
(2) Link Measures to incentives

Firms at stage (1) to (5) are classified as non-BSC firms, while those at stage (6) to (7) are done as BSC
firms. The BSC firms are then reclassified into three groups of BSC users, depending on their BSC
attributes. Based on foundation of BSC, Typel firms should not be BSC users as they are only at
adoption stage. Additionally, Speckbacher et al. (2003) have not studied all four attributes of BSC;
Yongvanich and Guthrie (2009) have done so but have not investigated four BSC attributes separately.

At this point, it is crucial to call attention to the critical concern — different interpretations of BSC. Some
academics and practitioners may think of the BSC based on the original 1992 BSC article, which is just
one part of current BSC concept (Kaplan, 2010). Dissimilar interpretations of BSC can affect the firms’
self-assessed responses and bias the results in the sense that firms without BSC attributes (but with initial
BSC project) may think that they are BSC users; thus, they may select the stage of BSC usage. On the
contrary, firms with some BSC attributes may think that they are not qualified enough to claim that they
are BSC users; hence, they may be erroncously classified themselves as non-BSC users. This
interpretation problem can be mitigated by identifying the features of performance measurement systems
to reflect the BSC attributes and to indicate the BSC stage for each responding firm.
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To the best of my knowledge, only one study (Soderberg, 2006) has asked the structure and the use of
performance measurement system in order to categorize firms as BSC or non-BSC without asking

whether or not they are BSC user.

BSC firms are then re-categorized into several levels of BSC

application. The criteria used for the classification are shown in Table 3. BSC level 1, 2a, 2b, and 3 are

consistent with attribute 1 (Strategy).

BSC level 4 combines attribute 3 (Communication) and 4

(Feedback); however, attribute 2 (Alignment) is not considered. Based on key features of BSC, firms that
are classified as firms at level 3 and 4 are BSC users; conversely, those at level 1, 2a, and 2b should be
non-BSC users as all key sub-attributes of attribute 1 (Strategy) have not been met.

Table 3: Soderberg’s (2006) Classification Framework

BSC level Attribute

Criteria

Non-BSC firms

No any criterion is met.

BSC 1 Derived from strategy (1) Business unit strategy is well defined.

firms

2a  Strategy+ Balance BSC level 1 with all following criteria

2b  Strategy+ Causal links BSC level 1 with all following criteria

3 Strategy+

Balancet | Level 2a with Causal links, or

Causal links Level 2b with Balance

Double Loop Learning

Tied to Compensation

Level 3 with some or all following criteria

the unit’s business strategy

(2) Performance measures are derived from such strategy.

(1) PMS contained financial and nonfinancial measures.
(2) PMS contained driver (leading) and outcome (lagging) measures.

(1) PMS has measures that are linked through driver-outcome relationships
(2) Business unit understand the potential driver-outcome relationship among individual measures

(1) Deviation from expected or planned results causes the business unit’s management to question

(2) Business unit use the PMS to compensate/reward some or all of unit’s employees

Table 4: Determinants, Related Literature Review and the Developed Hypotheses

Determinants

Summary of literature review

Hypotheses proposed in alternative form

Environment
uncertainty

External

Participation

Structural

Formalization

Interconnect-
edness

(+) Firms in uncertainty environment tend to use both
financial and nonfinancial measure (e.g., Gosselin, 2005;
Jusoh, 2008) and BSC usage (Hendricks et al., 2004).

(+) The higher degree of participation is a significant
predictor of innovation application (Damanpour, 1991;
Chenhall, 2003; Abernethy and Bouwens, 2005), including
BSC (Gosselin, 2005).

(=) Braam and Nijssen (2008) have found insignificant
relation between decentralization and BSC application.

(+) Wiersma (2009) finds that when more action control is
used, the managers use BSC more often for making
decisions and rationalizing these decisions for themselves
and towards others.

(=) Braam and Nijssen (2008) find no effect between
formalization and the use of performance measures.

(-) Henry (2006) finds negative relation.

(+) Braam and Nijssen (2008) finds the positive impact of
departmental interconnectedness on BSC adoption

Hla: Environment uncertainty is positively associated
with reaching BSC adoption stage.

H1b: Environment uncertainty is positively associated
with reaching BSC implementation stage.

H2a: Participation is positively associated with
reaching BSC adoption stage.

H2b: Participation is positively associated with
reaching BSC implementation stage.

H3a: Formalization is positively associated with
reaching BSC adoption stage.

H3b: Formalization is positively associated with
reaching BSC implementation stage.

H4a: Interconnentedness is positively associated with
reaching BSC adoption stage.

H4b: Interconnentedness is positively associated with
reaching BSC implementation stage.
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Table 4 (Cont’): Determinants, Related Literature Review and The Developed Hypotheses

Determinants Summary of literature review Hypotheses proposed in alternative form

== Information (+) Information system capability can assist BSC HS5a: Information system is positively associated with
E = | System application (e.g., Assiri et al., 2006; Kaplan, 2010) reaching BSC adoption stage.

3 H5b: Information system is positively associated with

Attitude toward
BSC

Attitudinal

Top
management
support

CFO’s
involvement

Executional

Project Team

Training

(+) some studies preliminarily reveal that the perceived
ease of use and the perceived usefulness of BSC are likely
to affect the individual’s intent to use (Hongrattanawong,
2002; Islam and Kellermanns, 2006) and the use of BSC
(Speckbacher et al., 2003; Yongvanich and Guthrie, 2009).
(=) Chen et al.’s (2006) study finds no impact of the
perception of BSC ease of use and BSC usefulness on BSC
adoption and implementation stages.

(+)This is one of the most important variables in
implementing any innovations (Damanpour, 1991; Roger,
2003; Chenhall, 2003), including BSC, (Kaplan and
Norton, 2001; Braam and Nijssen, 2008).

(-) Chen et al. (2006) find negative impact of top
management support on BSC application.

(+) Chief financial officer is expected to be an innovation
champion who can promote the BSC implementation
(Chen et al., 2006; Braam and Nijssen, 2008)

(+) Prior studies point out the importance of this factor
(e.g., Kaplan and Norton, 2001; Abernethy et al., 2005;
Assiri et al., 2006; Soderberg, 2006)

(+) Training or education support is needed for employees
(e.g, Assiri et al., 2006) to enhance their understanding

reaching BSC implementation stage.

Héa: Attitude toward BSC is positively associated
with reaching BSC adoption stage.

Hob: Attitude toward BSC is positively associated
with reaching BSC implementation stage.

H7: Top management support is positively associated
with reaching BSC implementation stage.

H8: CFO involvement is positively associated with
reaching BSC implementation stage.

H9: Team is positively associated with reaching BSC
implementation stage.

H10: Training is positively associated with reaching
BSC implementation stage.

about long term strategy and scorecard.

(+), (-) and (=) represent the results of prior studies providing positive relation, negative relation, and insignificant relation between the
determinant and BSC application, respectively.

This current study has extended prior research by taking into account all attributes of BSC with the
assumption that firm’s responses about its characteristics of performance measurement system can reflect
its actual practice. The applied attributes of BSC allows this study to specify stage of BSC application. It
should be noted that this research examine BSC usage at firm-level, not individual business-unit level.

The Determinants of BSC Application

Drawing upon organizational innovation, technology acceptance model and contingency theory,
determinants expecting to affect the adoption and implementation of BSC are shown in Table 4. External
factor is critical for any contingency-based research (Chenhall, 2003). Structural factors reflect firm’s
characteristics (Anderson and Young, 1999) that can affect innovation application (Damanpour, 1991).
Both external and structural factors are expected to be associated with reaching both adoption and
implementation stages. Executional factors reflect mechanisms supporting the implementation process
(Anderson and Young, 1999); they should be associated with reaching the implementation stage only.

RESEARCH METHODOLOGY

Data Collection and Survey Instrument

Samples in this cross-sectional survey research are 508 firms listed in the Stock Exchange of Thailand
(SET) and Market Alternative Investments (MAI). 81 questionnaires are returned; the response rate is
15.94 percent. This low response rate is not unusual for the mail-survey in Thailand (Pholnaruksa, 2007).
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A survey package was mailed out to CFO in May and June, 2011. The questionnaire was firstly
developed based on the developed framework derived from the conceptual foundation of BSC as well as
proposed in Table 5. The questionnaire is then revised based on the pre-tested results and comments from
academics and the CFOs. Questionnaire contains four parts: the first part asks about the characteristics of
the performance measurement system (YES/NO questions) to reflect the BSC attributes, which are later
used as the criteria for classifying the stage of BSC application. The second part requires the respondents
to specify the percentage ranging 0-100 about BSC attributes. The third part asks about the self-assessed
application of BSC (YES/NO question). The last part contains questions regarding determinants by
requiring respondents to specify the percentage responses (0-100%).

Model and Variable Measurements for Determinant Study

Determinant study has two parts: adoption and implementation. The binary logistic regression model is
employed to test whether each determinant is associated with reaching adoption/ implementation stage:

Ln[P(Y =1)/(1- P(Y =1)|= 3, + B.X, + Controls, + &, (1)

The primary dependent variable is the stage of BSC application consisting of Non-adoption, Adoption,
and Implementation stages. As per adoption part, Y =1 for adoption or implementation firm, 0 otherwise.
According to implementation part, Y =1 for implementation firm, 0 otherwise.

To strengthen construct validity, each determinant variable has multiple questions adapted from prior
studies as follows: Environment uncertainty (Gosselin, 2005), Formalization (Robbins and Judge, 2009;
Braam and Nijssen 2008), Interconnetedness (Rogers, 2003; Braam and Nijssen, 2008), Information
system (Krumweide, 1998; Assiri et al., 2006), Attitude toward BSC (Davis, 1989; Hongrattanawong,
2002). Top management supports (Assiri et al., 2005; Chen et al., 2006), CFO’s involvement (Chen et al.,
2006; Braam and Nijssen 2008), Project Team (Assiri et al., 2005; Chen et al., 2006), Training
(Krumweide, 1998; Hongrattanawong, 2002; Assiri et al., 2005). The average percentage score of each
determinant for each firm is calculated, except for Participation which follows the level of participation
(Pasewark and Welker, 1990; Pholnaruksa, 2007).

Three variables are controlled in both the adoption and implementation models. SIZE is 1 for SET; 0 for
MALI. Industries are controlled by employing two variables: IND1 (1 for Finance or insurance firm; 0
otherwise) and IND2 (1 for Manufacturing firm; 0 otherwise).

RESEARCH FINDINGS

The developed framework

Based on BSC literature, the framework for classifying BSC attributes along with the BSC stages are
proposed as follows:

An organization with a collection of financial and nonfinancial measures that are grouped into
perspectives is considered to be a BSC-adoption firm since two conditions (FNFM and PER) are met.
Such firm is, at least, at the stage of choosing to follow BSC idea. A firm not meeting all of these two
conditions is classified as non-adoption one. BSC-adoption firms that meet the strategy attribute
requirement: the strategy is well-defined as well as the measures are derived from strategy and can be
shown as a causal chain to illustrate the value-creation process are qualified to be BSC firms or at the
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implementation stage. Consequently, the other BSC attributes for BSC-implemented firms are examined.
Fully-implemented BSC firms have met all of the conditions for alignment, communication and feedback;
otherwise, they are partially-implemented BSC.

Table 5: The framework for classifying the BSC attributes and the BSC stages

BSC Stage Conditions
Non-Adoption | No any criterion is met.
Adoption Adoption firm = Firm with all of the following criteria:
(1) Financial and non-financial measures
(2) Grouped into perspectives
Imple- Implementation firm = Adoption firm with the following sub-attributes to satisfy
mentation Attribute 1: Translating strategy into operational terms

(1) Well-defined strategy
(2) Strategic objectives or measures
(3) Cause-and-effect relationships

Firms at this stage are classified as BSC firms, which can be re-classified as partially- or fully-implemented BSC firms:

Partial ~ BSC firms that have applied some of the following attributes:
Attribute 2: Aligning the organizational units to the strategy
(1) Aligning business units’ or support functions’ strategies to firm’s strategy
(2) Disseminating objectives or measures throughout the company
Attribute 3: Communicating strategy to employees
(1) Communicating vision, mission, and strategy throughout the company
(2) Understanding firm’s strategy
(3) Linking measures to reward system
Attribute 4: Providing feedback and learning
(1) Linking strategy to operating plan and budgeting systems
(2) Information system for strategy review
(3) Process for formulating, learning, and reviewing strategy
(4) Process for questioning and refining strategy
Full BSC firms that have applied all of above.

Based on a total of 81 observations, 80 are usable. 8 observations have some missing YES/NO responses
for identifying BSC attributes. Thus, BSC attributes of 72 firms are identified by considering YES/NO
responses, while those of eight firms will be done by relying on percentage scores. This requires the
additional tests to determine whether the classification of BSC attributes by relying on YES/NO
responses is valid and whether 60-percent is appropriate to be used as a cutoff-point to identify the use of
BSC attributes. Table 6 provides the statistics for each BSC attribute and Table 7 summarizes additional
test and the results.

Table 6: BSC attributes (N=81)

BSC Attributes YES response NO response Missing Missing Missing Total
Avg% N Avg% N (Yes/No) (%) (Both)

Financial and Nonfinancial FNFM 7790 7 45.00 2 0 2 0 81
Measures

Multiple perspectives PER 78.07 71 34.38 8 1 1 0 81
Well-Defined strategy STRAT 78.59 76 40.00 5 0 0 0 81
Strategy-linked measures SL 77.46 66 46.00 10 3 2 0 81
Causal links CL 72.85 51 50.59 26 3 0 1 81
Alignment A 74.24 70 42.97 8 3 0 0 81
Communication C 76.07 55 54.90 24 2 0 0 81
Feedback F 78.09 63 55.36 18 0 0 0 81

The minimum value of cronbac

confirming the reliability of all constructed variables.

's alpha is 0.885, which is above the lower limits of normal acceptable value (Nunnally and Bernstein, 1994),
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Table 7: Additional tests

Tests and methodology

Results and conclusion

The mean comparison between YES-firm and NO-firm.
The classification based on YES/NO responses is
rational when the mean percentage score of YES-
response firms is significantly greater than that of NO-
response firms. The t-Tests for equality of means and
Mann-Whitney tests are employed.

Test for 60-percent cutoff point

For each attribute, we have tested whether the mean
percentage score of YES-firm is greater than 60 percent.
This cutoff-point is the lower limit of percentage in the
“some” column, which is qualitatively similar to the
cutoff point used in Soderberg (2006).

Agreement test

A test for agreement between the attribute classification
using YES/NO responses and that using 60-percent
cutoff point has been performed.

The mean percentage response of YES-response firms is greater than that of NO-
response firms at 0.01 significance level, except for one sub-attribute (FNFM) at
0.05 level.

Thus, YES/NO responses can be employed to identify the BSC attributes and,
subsequently, to classify the stage of BSC application, as such.

Regarding each attribute, the mean percentage score for YES-firm is significantly
greater than 60 percent at 0.01 level.

Hence, the 60-percent can be applied as a cutoff point for all BSC attributes.
Firms with greater-than-60% average response of particular BSC attributes will be
considered as they have such attributes.

Kappa test results show that the agreement between these two methods of attribute
classification (YES/NO method VS 60-percent-cutoff-point method) is statistically
significant at 0.01 level, except for two sub-attributes (FNFM and STRAT) at 0.05
level. The rates of agreement are over 70 percent.

76-81 observations are analyzed in these additional tests.

The results from three tests support identifying the BSC attribute, for each responding firm, by
considering YES/NO responses. In addition, when the YES/NO responses are missing, the 60% cutoff
point can be employed to identify the use of each BSC attribute. That is, BSC attributes are identified by
YES/NO responses for 72 firms and by percentage responses for 8 firms.

The BSC Practices Among Thai Listed Firms

Using the proposed framework, BSC practices among Thai listed firms are as follows:
Table 8: The survey results

BSC Stage Classified by BSC attributes Classified bySelf-assessed responses
Proportion Number of firms BSC firms Non- BSC firms
Non-Adoption 10% 8 1 7
Adoption 26% 21 6 15
Partial Implementation 15% 12 10 2
Full Implementation 49% 39 19 20
Subtotal 100% 80 36 44
Firms with missing data 1 1 0
Total 81 37 44

Of the useable observations, 72 meet the requirement for adopting BSC. Hence, at least, these firms
could be classified as BSC-adoption firms. However, the performance measurement systems of some
firms contain attributes of BSC. This means that some firms could be classified as BSC-implementation
firms; some could not. The remainders (8 firms) are classified as Non-adoption firms.Fifty one firms
meet all three sub-attributes of the strategy attribute; thus, they are classified as firms at implementation
stage. The remaining 21 firms are still at the BSC-adoption stage since some conditions are not met. 39
out of 51 firms are considered as fully-implemented BSC firms since all of conditions for alignment,
communication and feedback are met. The rest (12 firms) are classified as partially-implemented BSC
firms as they have only certain attributes of BSC.

Aforementioned, firms may dissimilarly interpret the BSC concept and, subsequently, differently classify
themselves. The stages of BSC application classified by BSC attributes proposed in this paper in
comparison with those classified by self-assessed responses are also shown in Table 8. One out of eight
firms claims to be BSC user despite the fact that it is only at the non-adoption stage. It is found that this
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firm has just started the BSC project. 6 out of 21 firms claim to be BSC users despite the fact that they
are only at the adoption stage. One firm does not have even a well-defined strategy, while the other five
firms do not have causal-links among the strategic objectives or measures. Only 2 out of 12 partially-
implemented firms and 20 out of 39 fully-implemented firms misclassified themselves. Overall, the
disagreement (or misclassification) rate is 36% (29 out of 80 firms). Although 64% of responding firms
can correctly classify themselves, this evidence still raises the importance of proper classification of BSC
application by using similar criteria at the first step of any determinant and consequence study.

The Determinants of BSC Application

Regarding determinant study, 73 out of 80 are useable. Table 9 summarizes the dependent variables,
independent variables (i.e., the external, structural, attitudinal, and executional factors) and control
variables used in the determinant study and their descriptive statistics. Table 10 provides the results of
determinant study for both adoption part and implementation part.

Table 9: Variables for determinant test (N=73)

variables average min max cronbach’s alpha
dependent variables
adoption adopt 0.89 0.00 1.00 n.a.
implementation imple 0.63 0.00 1.00 n.a.
independent variables
external:
environment uncertainty env 64.23 6.67 100.00 0.851
structural :
participation part 7.32 0.00 10.00 n.a.
formalization form 75.51 10.00 100.00 0.897
interconnectedness int 74.52 10.00 100.00 0.910
information system is 74.67 35.00 100.00 0.933

Table 9: (Cont’): Variables for determinant test (N=73)

Variables Average Min Max Cronbach’s alpha
Independent variables
Attitudinal :
Attitude toward BSC ATT 69.45 333 100.00 0.976
Executional :
Top management support TOP 76.68 14.00 100.00 0.963
CFO’s involvement CFO 78.11 30.00 100.00 0.891
Project Team TEAM 72.38 0.00 100.00 0.947
Training TRAIN 71.57 0.00 100.00 0.951
Control variables
Firm’s size SIZE 0.90 0.00 1.00 N.A.
Industry - Finance & Insurance IND1 0.12 0.00 1.00 N.A.
Industry - Manufacturing IND2 0.41 0.00 1.00 N.A.

Panel A, Table 10 reports the results of the binary logistic model for adoption part. Environment
uncertainty is insignificantly associated with reaching to adoption stage; however, the positive sign
partially supports that uncertainty may lead managers to adopt BSC to equip firms with the relevant
information for decision making. As per the structural factors, participation, formalization, and
interconnectedness are positively significant at 0.05 level. The higher degree of participation,
formalization and interconnectedness are positively affect the decision to adopt BSC.  Participation
allows subordinates to share their ideas and relevant information to supervisors. Anecdotal evidence from
the interview with CFO supports this notion; firm has decided to adopt BSC due to the recommendation
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from managers or employees. Furthermore, the use of written rules, procedures, and documents can
facilitate management intervention by developing and enforcing norms to improve a firm’s performance
measurement system. In addition, networks in the organization facilitate the flow of new ideas more
easily. However, information system is insignificantly associated with reaching adoption stage. Evidence
from the interview revealed that spreadsheet is mostly employed during the adoption of BSC; full option
of information system is not required at this stage. Attitude toward BSC are positive and significant at
0.05 level. Thus, attitude appears to be one of the determinants in the decision to adopt BSC by
introducing the idea of multidimensional perspectives containing both financial and nonfinancial
measures. This evidence also supports TAM studies as the attitude positively related to intention to use
(or adoption stage in this study.)

Table 10: The results of determinant study (N = 73)

Panel A: Adoption vs. Non-adoption
Independent ENV PART FORM INT IS ATT
variable
+ 0.014 0.315 ** 0.037 ** 0.057 ** 0.021 0.030 **
Constant 0.989 -0.026 -0.716 -1.987 0.239 -0.443
SIZE 0.198 -0.152 -0.071 -0.112 0.277 0.538
IND1 -0.047 -0.335 0.173 0.353 0.229 -0.047
IND2 0.144 0.728 0.477 0.447 0.141 0.314
AIC 59.776 54.849 57.069 54.957 59.547 57.757
Percent correct 89.0 87.7 89.0 87.7 89.0 87.7
Hla is not H2a is H3a is H4ais Hb5a is not Hba is
supported supported supported supported supported supported
Panel B: Implementation vs. Non-implementation
Independent ENV PART FORM INT IS ATT
variable
+ 0.019 * 0.319 *** 0.043 *** 0.039 ** 0.031 ** 0.023 *
Constant -1.934 ** -2.762 ¥** -3.878 ¥** -3.777 ¥* -3.179 ** -2.608 **
SIZE 1.401 * 1.017 1.164 1.458 * 1.557 ** 1.694 **
IND1 0.524 0.331 0.838 0.917 0.927 0.601
IND2 -0.137 0.140 0.127 0.090 -0.148 -0.008
AIC 99.685 91.253 94.345 97.229 98.392 99.169
Percent correct 64.4 69.9 64.4 63.0 64.4 65.8
Hilbis H2b is H3bis H4b is H5b is HG6b is
supported supported supported supported supported supported
Independent TOP CFO TEAM TRAIN
variable
+ 0.048 *** 0.045 *** 0.048 *** 0.049 ***
Constant -4.822 *** -4.371 #** -4.486 ¥** -4.435 #**
SIZE 1.690 ** 1.458 * 1.573 ** 1.391 *
IND1 0.761 0.869 1.013 0.765
IND2 0.219 -0.036 0.107 0.320
AIC 93.467 94.996 91.007 91.957
Percent correct 69.9 68.5 69.9 64.4
H7is HS is HYis HI0is
supported supported supported supported

*AXHE X indicates significance at 0.01, 0.05, and 0.10 level, respectively.
Hosmer-Lemeshow test results for each model suggest that the model is fit since the null cannot be rejected at 0.05 level.

Panel B, Table 10 reports the results of the binary logistic model for implementation part. Environment
uncertainty is positively and significantly associated with reaching to implementation stage at 0.10 level.
After adopting the BSC concept, firms have experienced some BSC-related administrative tasks;
therefore, implementing BSC seems to slightly departure from the existing practices (Damanpour, 1996).
Firms tend to derive key measures from strategy and illustrating them as a cause-and-effect relationship.
The impacts of environment uncertainty on reaching the adoption and the implementation stage are
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different. The extent that the direction for this external factor varies by stages highlights the importance
of separating adoption from implementation. Participation, formalization, interconnectedness and
information system are positively significant at 0.01, 0.01, 0.05 and 0.05 level, respectively. The higher
degree of participation, formalization, interconnectedness, and information system positively put BSC
into use by encouraging management to further improve a performance measurement system. Attitude
toward BSC is positively but marginal significant at 0.10 level. CFO’s attitude makes the implementation
of BSC easier since CFO or accounting manager is customarily the head of the accounting and finance
department. The positive relation between attitude and the usage (or implementation stage in this study)
is also consistent with TAM studies. Furthermore, top management support, CFO’s involvement, project
team, and training are positively associated with reaching the stage of BSC implementation at 0.01 level.
This confirms the role of top management in supporting the implementation of BSC. This evidence also
promotes the role of CFO in developing the advanced performance measurement system, especially BSC,
and complements the prior studies that rarely investigate this factor. Project team and training are also
crucial factors for reaching BSC implementation stage.

Interestingly, this study has re-examined the implementation part by employing a firm’s self-assessed
responses about the BSC application. The untabulated results suggest that participation, top management
supports, attitude toward BSC and training are positively significant at 0.05, 0.10, 0.05 and 0.05
significance level; however, environment uncertainty, formalization, interconnectedness, information
system, CFO’s involvement, and project team are insignificant. This illustrates different evidence of key
determinants assisting firm to reach the implementation stage of BSC and, once again, cast doubts the
prior results relying on the firms’ self assessed responses.

CONCLUSIONS

This paper has developed a systematic BSC framework for identifying BSC attributes along with BSC
stages and provides the evidence of BSC practices in Thailand. The results also show that many firms
differently interpret the BSC concept. Hence, it is important to accurately categorize the BSC stage
before conducting any analysis (Burkert et al., 2010). Regarding determinant study, the determinants in
some ways change with the stages of BSC application. This research concurrently contributes to BSC
and TAM. The developed systematic BSC framework can be applied to future research; the findings of
stage-dependent determinants suggest that researchers consider the stages of BSC application before
selecting the variables to explain BSC application behavior. This study can be replicated to examine the
BSC application in different contexts with larger sample size. Prior determinant and consequence studies
can be re-performed by using BSC framework developed in this paper as a starting point for identifying
BSC stage. Regarding limitation, self-response bias is common limitation of survey research. Some
returned questionnaires select the interval range of percentage scores, instead of specifying the
percentage; thus, this research follows Pholnaruksa (2007) by assigning the midpoint of interval range for
the corresponding selected interval. As this study examines the application of BSC at the corporate level,
not business unit level, the results should be carefully interpreted.
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VALUE OF RISK OF OPTION PORTFOLIOS USING
MONTE CARLO SIMULATION UNDER A RISK-
NEUTRAL STOCHASTIC IMPLIED VOLATILITY

MODEL

Peng He
ABSTRACT

Value at Risk (VaR) of option portfolios are calculated using Monte Carlo simulation under a risk neutral
stochastic implied volatility model. Comparing with the benchmark, namely delta-normal method, the
model produces much more accurate result by taking account of nonlinearity, passage of time, non
normality, changing of implied volatility. Two parameters in the model, namely the correlation between
underlying and the at the money implied volatility and the volatility of percentage change of the at the
money implied volatility, can explain market skew phenomena quite well and VaR changes with the two
parameters as the terminal underlying price distribution does.

RISK NEUTRAL STOCHASTIC IMPLIED VOLATILITY MODEL

There are some compelling evidences that exchange-traded options prices do contain additional volatility
information that can not backed out from the price information of the underlying security alone.(He and
Yau(2007), Christensen and Prabhala(1998), Cao and Chen (2000) etc). Therefore instead of deriving
prices for them, a pricing model should use their prices as input. Schonbucher (1998) and Ledoit and
Santa Clara (1999) made this breakthrough and for the first time, in the financial literature, the implied
volatility is modeled as an input rather than as an output. Hafner (2004) presented a factor-based model of
the stochastic evolution of the implied volatility surface. On the other hand, directly modeling the
dynamics of implied volatilities is required by the nature of some exotic derivatives based on ATM (At
the Money) implied volatility of an option written on a reference asset.

In previous paper (He and Yau (2006)), we develop a risk-neutral diffusion model for the stochastic
market implied volatility. Unlike Hafner (2004) and Ledoit and Santa Clara (1998), we think modeling
whole implied volatility surface is dangerous because it is very difficult to guarantee no arbitrage between
the options with different strikes during the diffusion process of the corresponding implied volatilities of
those options. Instead, we only model one implied volatility. Our model setup is also different from
Schonbucher (1998). We think the percentage movement of implied volatility is more appropriate to be
modeled than the implied volatility itself. The reason is the same as why people model the percentage
movement of underlying asset price as opposed to underlying asset price itself. Furthermore this
modification can ensure implied volatility to be positive during the diffusion process. After the proper
setup, the risk-neutral drift term of stochastic implied volatility is derived, which is necessary to be no-
arbitrage. We proved that the implied volatility of At-the-Money options mature immediately should
converge to underlying volatility at rate of time to maturity, which specifies the stochastic process of
underlying volatility. Finally the model is developed as follows:

dS, =rS,dt+6,5,dw, ()
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53 52
45, (e, X =1)= (= r))dt + (r = =) fipds

+8,BdZ +8,.0,rS,dt +0,.5.0,8,dW,

+ ;aia,efsfdz +0,S,0,8,pdt +0,8,dt

2

0 =56(r=0,X=1
3)

Where 6, is instantaneous underlying volatility. o, (7, X) is the relative implied volatility indexed by
time to maturity Tand moneyness X = K/S,, the ratio between strike and underlying price. So
0,(r=0,X =1)is the implied volatility of ATM option maturing immediately. p is the correlation
coefficient between one Brownian motionZ and another Brownian motion W . is the volatility of
percentage change of implied volatility.

To simplify the model to be useful in practice, we assume 0, J,,05 3, and 8,5, be zeros. The assumption

is reasonable because empirical observation find out that ATM implied volatilities typically keep the
same or change little for small strike (or underlying price) change and small maturity time change. This is
in accordance with traders’ “sticky delta rule”.

It is impossible to find any analytical solution to the above equations. For the complicated probabilistic
system, Monte-Carlo simulation is the method to use.

Given a proper initial ATM implied volatility o,(0, X = 1) or underlying volatility 8,, underlying price
S, interest rate 7 and two model parameters /3, p , this dynamic system can be simulated from time 0 to

time T as following:
1. Suppose at any time t,0 <t <T', we have got S,,6,(ord, (¢, X =1)) and now we want to

and @, attime f+ At, which ¢+ At < T .The short time interval

simulate S, ,, iy

At =(T—-0)/N.
2. At time t, generate the random next increment AW,,AZ, of Brownian motion for use over the

current time interval [t,t + At]. Since AW,,AZ, are correlated, we set
AW, =& N At

AZ, = gl,zp\/A_t+‘92,z‘V1_p2 VAt

Where ¢, ,, &, , are two independent

random numbers from standard normal
distribution.

3. Approximate the solution of SDE equation for the underlying price by
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92

=InS, +(r- é VAt +6,AW,

The simulation equation for the underlying volatility is based on Euler approximation. It is given by
3

2
0, =0, + (G rO A+ (=) i+ 0,z

InS

t+At

With S 0

¢ + At and iterate until time T generate trajectories of S,and @,.

now start to compute parameters at time ¢+ Af, return to Step 1, reset t to

t+At 2 t+At >

COMPUTATION OF VALUE AT RISK OF OPTION PORTFOLIOS

The measurement of financial market risk is of primary importance for senior management and
regulators. Value at risk (VaR) summarizes the worst loss of a portfolio over a given period of time with a
given level of confidence. VaR has become widely used by financial institutions, corporations and asset
managers. The Basle Committee on Banking Supervision (BIS) and other central bank regulators also use
VaR as a benchmark risk measure to determine the minimum amount of capital a bank is required to
maintain as reserves against market risk. There are two approaches to compute VaR. The first approach
use local valuation. Local valuation methods measure risk by valuing the portfolio once, at the initial time
0, and using local derivatives to deduce the possible movements. The second approach uses full valuation.
Full valuation methods measure risk by fully repricing the portfolio over a number of scenarios. In the
local valuation approach, the delta-normal method is most commonly used by practitioners to calculate
the VaR of option portfolios. It uses the linear, or delta derivatives and assume normal distributions. The
well-known formula is applied.

VaR(a,¢,T) = ¢y, (@)S, [ Dy | Up,

Where ¢, (@) is the & -quantile of the standard normal distribution. S, s the initial underlying price.
| D, |is the absolute delta of the option portfolio. Uy, 1s the volatility of return of the underlying during
holding period [0, T].

The full valuation approach uses Monte Carlo simulation or historical simulation to generate the
probability distribution for AV, . Let AV, denote the change in portfolio value over [0,7]in scenarios

J =1,...J . Then the distribution function F,, (x)of AV canbe approximated by

FAVT (x) = -

We will then do a case study to show the difference the delta-normal method and the paper Monte Carlo
simulation approach. Let us consider two option portfolios. Let us suppose the underlying price is 100
and risk free interest rate is 0.

The two portfolios consist of the following instruments.
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e Portfolio 1 (PF1): A long position in 100 call option with strike K =100 and maturity date is 42
days away

e Portfolio 2 (PF2): A long position in 100 ATM straddles (long position both in call and put
option with same strike and same maturity) with strike K =100 and maturity date is 42 days
away.

At time zero, the portfolio values VOPF" ,i=12, are:
v =100%C,(S, =100,K =100,r =0,

o =0.4,42/365) = 541.90

v =100%*(C, (S, =100,K =100,
r=0,0=0.4,42/365)

+ P, (50 =100,K =100,r =0,

o =0.4,42/365)) =1081.80

The objective of the following analysis is to compute the VaR for both portfolios over 1 business and 10
business day. The confidence level is set to 95%.

Let us first consider the delta normal method. The Black Scholes deltas for the above call and put option
are 0.5270, -0.4730. So the portfolio deltas are:

oV
Dpsy =—¢ =100*0.5270 = 52.70

o

PF, aS

=100%*(0.5270 - 0.4730) =5.41

Using Cy,,,(5%) = 1.645, and volatility 0.4, the VaR for each portfolio and each holding period is

then computed according to the formulas. The result is listed in Table1 column “Delta-normal”.

Let us consider Monte Carlo simulation. The parameters we choose here are 8, =0.4,p=-0.5, 8 =1.
Following the procedure described as above, we generate 10,000 scenarios of S, ¢ over the time horizon
[0,T], where T equals 1 business day or 10 business days, respectively. For each scenario, we compute
the portfolio value and the change in portfolio value. This provides us with a simulated distribution
function?AVT (%) . Given ?AVT (x), VaR is easily computed as the negative « —quantile of AV, . The

result is listed in Table 1 column “Paper Monte Carlo”.

As shown in the Table 1, the VaR computed under delta normal method is quite different from the one
computed under paper Monte Carlo simulation. For portfolio 2 under the delta-normal method, the VaR is
lower than the VaR under paper Monte Carlo simulation, whereas for portfolio 1 it is opposite. This can
be explained as follows: Since the straddle position is almost delta neutral, so the VaR is very small under
delta-normal method. This, however, indicate one disadvantage of delta-normal method. Delta-normal
method is linear approximation, which can not capture the nonlinearity of options. In this case, the
straddle position is exposed to relative big Gamma risk and the Gamma is the quadratic part. On the other
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hand, considering portfolio 1, the delta-normal method produces higher VaR than it should be. The
obvious example is that 10-day holding period VaR for portfolio 1 under Delta normal method is 694
Dollar. The maximum amount of money one can lose when holding that call option, Portfolio 1 over 10
days (or any day) is the initial option premium, i.e. 541.90 Dollar .The reason why delta normal method
produces too high VaR for portfolio 1 is that the delta normal method does not account for the time decay
of option prices.

Table 1: Delta-normal VaR and Paper Monte Carlo simulation VaR (in U.S. Dollars) for a confidence
level of 95%

Delta-normal Paper Monte Carlo

Holding 1 Day 10 Day 1 Day 10 Day
Period VaR VaR VaR VaR
Portfolio 1 219 694 207 497
Portfolio 2 23 71 109 373

Note: the components in Portfolio 1 and Portfolio 2 are mentioned in the paper.

Figurel Implied volatility Curve and The moments of Log Terminal Underlying Price Distribution

p=-0506=1 p=—05p0=2

'Iiﬁg
] 1 s
Distribution: Skewness = -0.41

Distribution: Skewness = -0.053 Kurtosis = 10.6

Kurtosis = 4.027

p=0,8=1 p=0=2

ot
)

oy
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GCBF ¢ Vol. 7 « No. 1¢ 2012¢ ISSN 1941-9589 ONLINE & ISSN 1931-0285 CD | 76



Global Conference on Business and Finance Proceedings ¢ Volume 7 ¢ Number 1 2012

0=053=1 p=05,5=2

m,

g,
i

Distribution: Skewness = -0.385

Distribution: Skewness = -0.057 Kurtosis = 10.7

Kurtosis = 3.836

Note: Simulated Implied Volatility Curves for options with maturity of 42 days. The initial underlying volatility 90 is 0.4 and interest rate V" is 0.

The moments (Skewness and Kurtosis) are the moments of log terminal underlying price distribution under simulation, In particular,

IH(S T /S 0 ) .S 7 is the terminal underlying price and S o is the initial underlying price.

In fact, besides nonlinearity and passage of time, there are two other effects which are not captured in the
delta normal method, non-normality and implied volatility variations. The delta normal method assumes
that the underlying return R is normally distributed. However convincing empirical studies have shown
that underlying return tend to exhibit fat-tailed distributions. In other words, extremely low and high
returns have greater probability than assigned by the normal distribution. The kurtosis of the log Terminal
Price distribution for the above parameter set is 4.06, which explains fat-tailed distribution.In addition, the
delta normal method assumes a constant underlying volatility, and thus constant implied volatilities. In
fact, implied volatilities change over time. In contrast, the paper Monte Carlo simulation capture all the
effects mentioned above. It is a much better method to compute VaR. The only disadvantage of the paper
Monte Carlo simulation is computation time. However using today’s more and more powerful computer,
the computation runs faster and faster.

Next we will study how VaR changes with parameters in the paper model, namely £ and p . Those two

parameters can explain market skew phenomena quite well. For zero correlation between the underlying
and volatility (p = 0), the implied volatility curve is symmetric and skewness is around zero. Smile-

shape volatility curves are commonly observed for options on a foreign currency. Our analysis is
consistent with the empirical study (Bates 1996), which show that the correlation between implied
volatilities and the exchange rate is close to zero. For negative correlation(p < 0) , the implied volatility

curve is skewed to left and skewness is negative. Skew-shape volatility curves are commonly observed
for options on equities and equity indices. Our analysis is consistent with the empirical study (Christie
1982), which show the volatility of an equity price tend to be negatively correlated with the equity price.
For positive correlation (p > 0), the implied volatility curve is skewed to right and skewness is positive.

The bigger the absolute value of p, the more skewed of the curve and the bigger the absolute value of
skewness. On the other hand, the volatility of percentage change of implied volatility # has a effect on
the curvature of implied volatility curves. With other parameter held fixed, the larger the £, the larger the
curvature of the implied volatility curve, the larger the kurtosis.
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VaR of the two option portfolios for different fand p are calculated and the results are listed in the

Table 2. The higher the skewness and kurtosis of the log terminal underlying distribution(In S ) , the
higher VaR value of both option portfolios.

Table 2 Paper Monte Carlo simulation VaR of two option portfolios for different s and P (in US.
Dollars) for a confidence level of 95%

Portfolio 1
ﬂ Y% Skewness Kurtosis 1 10 Day
Day VaR VaR
1 -0.5 -0.053 4.027 207 497
1 0 -0.012 3.54 206 492
1 0.5 -0.057 3.836 206 497
2 -0.5 -0.409 10.578 224 514
2 0 -0.066 7.055 225 512
2 0.5 -0.385 10.728 226 513
Portfolio 2
ﬂ P Skewness Kurtosis 1 10 Day
Day VaR VaR
1 -0.5 -0.053 4.027 109 373
1 0 -0.012 3.54 113 393
1 0.5 -0.057 3.836 109 369
2 -0.5 -0.409 10.578 203 537
2 0 -0.066 7.055 213 573
2 0.5 -0.385 10.728 202 546

Note: the components in Portfolio 1 and Portfolio 2 are mentioned in the paper.
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DOES TECHNOLOGICAL OVERSHOOTING EXIST IN
THE JAPANESE MINIVAN MARKET?

Go Shionoya, Kobe University
ABSTRACT

This study empirically examines whether technological overshooting for product attributes existed in the
Japanese minivan market between 2001 and 2008 using a hedonic approach and the compound average
growth rate (CAGR) for product attributes. The result of the hedonic regression shows that interior space
did not affect consumer utility during 2001 and 2008. Also, major growth in interior space was not seen,
according to the CAGR during this period. Therefore, we conclude that technological overshooting has
not been confirmed in the Japanese minivan market.

JEL: L62; M10
KEYWORDS: technological overshooting, marginal utility, hedonic approach, CAGR
INTRODUCTION

The purpose of this study was to empirically examine, using a statistical method, whether or not
technological overshooting for product characteristics existed in the Japanese minivan market between
2001 and 2008. Technological overshooting is the term used to describe the phenomenon of excessive
competition for product characteristics that do not have an effect on consumer satisfaction. Technological
overshooting has received attention within the scope of corporate strategy and technology management.
In particular, many case studies of technological overshooting have been examined in recent years (e.g.,
Christensen, 1997), but there has been little empirical research on this subject. For these reasons, we
suggest an empirical framework for identifying technological overshooting and apply it to the Japanese
minivan market. The result of this study shows that technological overshooting was not confirmed in
Japanese minivan market.

LITERATURE REVIEW

Porter (1985) explains that unnecessary differentiation is the result of failure to diagnose a performance
level that consumers need or “consumer marginal utility.” Similarly, according to Christensen (1997),
once the performance level demanded of particular product attributes has been achieved as a result of the
repetition of sustained innovation, customers indicate their satiation by being less willing to pay a
premium price for continued improvement in those attributes. In this study, we define technological
overshooting in terms of their arguments in two stages.

THE DEFINITION OF TECHNOLOGICAL OVERSHOOTING

The first stage of technological overshooting is defined as a condition that saturates the needs of a
customer for product characteristics. In other words, this is a condition where the consumer marginal
utility for product attributes is zero. By contrast, if the value of consumer marginal utility is a positive or
negative number, we conclude that the first stage of overshooting has not occurred because of increasing
or downsizing of the number of product characteristics to increase consumer utility.The second stage is
defined as a situation where excessive differentiation by companies occurs in the space for product
attributes that do not influence consumer utility. At this stage, we consider that technological
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overshooting has occurred. This is determined based on the growth rate of the functional value in
companies.

METHODOLOGY

Identifying Technological Overshooting: Hedonic Approach And CAGR

First, our research adopts a hedonic approach for specifying the first stage of technological overshooting.
It is known that regression coefficients in the hedonic function coincide with the marginal utility of
product characteristics (Rosen, 1974). In this research, if the regression coefficients are statistically
significant, and if an increasing or lowering of functional values positively affects consumer utility, we do
not consider that overshooting has occurred at this point. Conversely, if the coefficients were statistically
zero, we would suspect that technological overshooting has occurred. Second, we need to show the
growth rate of a functional value that has a marginal utility equal to zero. Therefore, this research uses the
compound average growth rate (CAGR). This means the year-over-year growth rate of a functional value
over a specified time, and can be expressed as:

Ending functional value

1
CAGR:( )nofyears -1 (1)

Beginning functional value

CAGR is calculated by using the average of the functional value on a company-by-company basis. The
interpretation of the CAGR depends on the direction of the product differentiation. Table 1 shows the
conditions for the second stage of technological overshooting. If the CAGR of product attributes which
do not have effect consumer utility is large in the direction of its differentiation, we regard this as an
occurrence of technological overshooting.

Table 1: The conditions for the second stage of technological overshooting

Direction of Product Differentiation CAGR

positive (e.g., acceleration of car) large positive number

negative (e.g., response speed of PC) large negative number

positive or negative (e.g., product size) absolute value of CAGR is a large positive number

This table shows the conditions for the second stage of technological overshooting.

Data and Estimation

In this study, we selected the Japanese minivan market for research. The reason is that the market size is
declining. At the same time as remarkable innovation, for instance the introduction of hybrid minivans,
there is no denying that market size and share are falling. The data used for this study are from SAISHIN
MINIVAN ZEN MODEL KONYU GUIDE, which is a special interest magazine on Japanese minivans
published by the Japan Automobile Federation. A total of 199 samples of panel data covering 37 models
were collected between 2001 and 2008.The dependent variable is price. Independent variables on product
attributes include acceleration, interior space, and fuel efficiency. These are important characteristics used
for empirical research in the automotive industry (e.g., Berry et al, 1995; Petrin, 2002). We collected
these data from the most inexpensive grades. We also conducted a two-way fixed effect model to estimate
the hedonic price function. As well, we used year dummy variables to control unobservable economic
fluctuations.
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RESULTS

Table 2 shows the result of hedonic regressions for specifying whether consumer marginal utility of a
product attribute is zero. First, acceleration and fuel efficiency have a significant effect on price. Thus, we
conclude that the raising or lowering of these attributes increases consumer utility and that overshooting
did not occur in these characteristics at this point. By contrast, we can interpret this result as meaning that
the marginal utility of interior space is zero. Therefore, we should assess the overshooting of interior
space by CAGR.

Table 2: Result of Hedonic Regression (2001-2008)

Dependent Variable In Price

Coefficient

In acceleration (ps/weight)

In fuel efficiency (km/I)

In interior space (m?)

Year dummies (2002-2008)
Constant

R 2

p-val. F test

p-val. F test for fixed effects
P-val. F test for time fixed effects
N

0.144%* (0.057)
-0.274%%% (0.074)
-0.207 (0.135)
yes

6.648%%* (0.285)
0.372

0.000
0.000
0.000
199

The *, ** and ***, denote 10%, 5%, and 1% significance levels, respectively. Standard errors are in parentheses.

Here we discuss whether companies have increased functional value for interior space that satiates
consumers. Table 3 provides information on the CAGR of interior space. First, looking at the CAGR
between 2001 and 2008, Toyota, Honda, and Mazda have a small negative value. Therefore, we can say
that the interior space in minivans from these companies was shrinking slightly. On the other hand,
though the CAGRs from Nissan and Mitsubishi are positive numbers, the values are not large. For these
reasons, we conclude that there is no intense competition for interior space and that technological
overshooting is not confirmed by our investigation.

Table 3: CAGR of Interior Space (2001-2008)

Toyota Nissan Honda Mazda Mitsubishi Average
-0.12 0.19 -0.92 -0.45 1.41 0.11

source: saishin minivan zen model konyu guide note: cagr is calculated by using the functional value of the most inexpensive grades.
CONCLUSION

The empirical results in this paper indicate that there was no overshooting in the Japanese minivan
market. As such, this investigation contributes to a statistical understanding of the existence of
technological overshooting. Hedonic regression to find product attributes where consumer satiation
occurs can be used as a guideline for appropriate product design and for modifying investment plans for
product characteristics.However, some aspects of this study require further research. We estimated the
marginal utility of a representative agent in this study. On the other hand, if we assume that the marginal
utility varies among buyers, we should correct for individual purchase data and apply a discrete choice
model.
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THE IMPORTANCE AND BENEFITS OF CORPORATE
SOCIAL RESPONSIBILITY DISCLOSURE IN THE
LIBYAN CONTEXT: EVIDENCE FROM MANAGERS

Nagib Salem Bayoud, The University of Southern Queensland, Australia
Marie Kavanagh, The University of Southern Queensland, Australia

ABSTRACT

This explains the importance and benefits for Libyan companies of engaging in corporate social
responsibility disclosure (CSRD). The researchers have chosen the Libyan context as one of the world’s
developing countries and it has undergone many changes over a short period of time in terms of
economic, environmental and social changes. Both quantitative and qualitative methods were used to
collect data relating to CSRD in Libyan companies. Perceptions of financial managers interviewed as
part of the study reveal that CSRD is important for company performance, not only in the developed
countries but also in developing countries. This paper reveals that CSRD in the annual reports is very
important in terms of attaining company objectives to: satisfy the interests of stakeholders; protect
employee’s interests; clarify the extent of contribution of the company in both CSR activities and CSRD;
assist appropriate investment decisions. The perceived primary benefits of CSRD were enhanced
company reputation, and increased financial performance. It also improves ability to attract foreign
investors, and results in a higher level of consumer satisfaction leading to commercial benefits.
Secondary benefits include demonstration of compliance with regulation and improved employee
commitment.

KEYWORDS: Corporate Social Responsibility (CSR); Corporate Social Responsibility Disclosure
(CSRD); Financial Performance; Corporate Reputation.

INTRODUCTION

The institutional context of the emerging economy of Libya has experienced dynamic change over the
last ten years (Mateos 2005). The main influential factor that leads to and regulates the attitude and
behaviour of Arab societies, including Libya, is the Islamic religion. According to Ali (1996) the Islamic
religion organises the social life in family and other social organisations and maintain their endurance and
influence. Changes in regulatory environment may have an impact on companies in terms of their
disclosures, therefore the level of CSR disclosure has increased since 2000 in Libya compared to previous
years (Pratten & Mashat 2009) due to pressures from stakeholders, which in turn may clarify the
importance and the benefits of CSRD in the Libyan companies.

This also may refer to develop the concept of CSRD.The development of the concept of CSRD has been
passed in the different stages; the first stage is the period 1970-1980. Empirical studies were focus on
developing methods to measure the incidence of information disclosure by firms which was voluntary.
Most frequently were disclosed about employees and product activities. At that time, managers,
accountants, and the majority of their observers were not interested in environmental concerns, because it
was invisible. Some empirical studies were used three environmental categories out of twenty seven
(Ernst and Ernst, 1978 as cited in Mathews 1997). The second stage is the period 1980-1990. Many
changes have appeared due to the focus of the social and environmental accounting literature, with
increasing signs of specialization since 1980. For instance, value-added statements attracted a separate
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group of adherents and employee reports (Burchell et al., 1985). Environmental disclosure has become of
more concern than social disclosure, environmental disclosure and regulation consider an alternative
means of reducing environmental damage. Legally enforceable accounting standards, Means of
conceptual frameworks, and legislations are features of this period which contribute in the increase
regulation of accounting disclosures. Empirical studies in this period were more analytical and less
descriptive. The final stage is the period 1991-now. This stage has focussed on environmental issues
within accounting on a broad front, including interest from managers as well as accountants. (Gray et al.
1995) argue that this stage has been characterized by the almost complete domination of environmental
accounting with research on broader social reporting (including employee and ethical disclosures).

This research presents evidence from interviews with 24 financial managers and 7 information managers
on the importance and the benefits of CSRD in Libya. The motivations for this research are that some
companies consider CSR activities and its disclosure may bring a competitive advantage and External
pressures consider catalyses other companies to engage in CSR activities and its disclosure (Branco &
Rodrigues 2008). This research contributes to our knowledge about what the extent of the importance of
disclosure of CSR activities information for stakeholders and what the potential benefits to the Libyan
organisations that can be obtained from disseminating CSRD. There are few numbers of studies that focus
on these questions in quantitative studies; however this research is the first study that depends on both
quantitative and qualitative study to explain the importance and the benefits of CSRD in Libya. The
research could obtain a deeper understanding on this subject than do prior articles based on interviews.
Generally, this research expands the evidence that exists about both the importance and the benefits of
CSRD. The majority of interviewees are that CSRD are considered as one of the most important reasons
which help the Libyan companies to achieve their objectives, such as enhancing image and reputation;
supporting financial performance; improving employee commitment, etc. These benefits gained CSRD
the observed importance by different stakeholders. But few numbers of interviewees believe that CSRD is
a minor element to improve the business performance in the Libyan context.

LITERATURE REVIEW

CSRD has found an increasing amount of attention in both the academic and business organizations. Such
disclosure includes the provision of information on human resource aspects, products and services,
involvement in community activities and environmental reporting. Gray et al. (1995) state that “... It is
not restricted necessarily by reference to selected information recipients, and the information deemed to
be CSR may, ultimately, embrace any subject ...”. Many quarters have recognized this view of CSR as a
broad concept. Cleaner environment and better society for instance is regarded CSR as a concept whereby
companies decide voluntarily by The European Commission (2001). The World Business Council for
Sustainable Development (WBCSD) (1998) defines CSR as “the continuing commitment by business to
behave ethically and contribute to economic development while improving the quality of life of the
workforce and their families as well as the local community and society at large” (Holme and Watts,
2000). Currently, making profits and element of CSR and accountability consider the main objective of
business organizations in order to maintain corporate reputation and appropriate performance whereas in
the previous years, the main objective of business organizations is making profits (Ghazali 2007).

A growth of nonfinancial reporting (disclosure) has relied on the evolution of the concept of CSR. This
means, the company is responsible for its action. Indeed, stakeholders are asking companies to disclose
their both social and environmental activities and their ability to improve the corporate process through
nonfinancial reporting. In this regard, identifying, monitoring, and reporting all social, environmental, and
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economic effects of its operation on society at large are concrete evidence that companies are committed
to continual, long-term improvement, if they want to gain their stakeholders’ trust and build a good
reputation in the market (Brammer & Pavelin 2004).

Responsibilities of company differ toward their stakeholders regards economic, legal, and social in order
to improve its organisational performance in terms of financial performance, employee commitment, and
corporate reputation. In addition, the strategy of Corporate social responsibility is important (policy,
programme or process) when it yields substantial business- related benefits to the firm, in particular by
supporting core business activities and thus contributing to the firm's effectiveness in accomplishing its
mission (Burke & Logsdon 1996). The blending of these responsibilities into complete corporate policy
without losing sight of any of its commitment is the main challenge for the company. Additionally, in the
long-term, the commitment of the company toward its stakeholders often lead to improved organisational
performance, in other words, the economic responsibility of company might conflict with its social
responsibility in the short-term, at the same time, they can work together to improve the company’s
image. Thus, this does not mean that socially responsible of the company cannot be as profitable as
others.Currently, the common concept of CSR involves to voluntarily disclose companies about social
and environmental concerns in their operations and interaction with stakeholders. It includes some
complex issues such as environmental protection, human resources management, health and safety at
work, relations with local communities, and relations with suppliers and consumers. In addition,
Friedman (2002) presented the most famous definition of CSR as the economic concept of market value
maximization that has support from shareholders. He asserts that the profit demands of the owners or
shareholders and the basic regulations of society are consistent with the responsibility of a company.

As evidence of adherence of companies to CSR and sustainable development concepts, currently, there is
a growth in numbers of multinational corporations as well as small- and medium-sized companies claim
their social and environmental reporting practices. In a similar vein, the right way towards an overall
comprehension of what practitioners consider efficient and appropriate socially responsible behaviour is
represented by reporting-based analyses (David 2005). A company should disclose both the positive and
negative impacts of CSR due to its business operation on labour standard, the environment, economic
development, and human rights by CSR reporting. Furthermore, as a result of a general growth of the
overall number of companies producing CSR reporting, currently there is a growth and expansion of CSR
reporting to include a broad focus on social, economic, and governance issues although reporting was
focused almost entirely on occupational health and safety and environmental issues (O‘Rourke 2004).

CSRD has several roles which are included: Assessing the impacts of CSR activities; Measuring the
effectiveness of CSR programs; Reporting on CSR; and External and internal information systems
allowing the comprehensive assessment of all corporate resources and sustainability impacts (Jenkins &
Yakovleva 2006). Many scholars have been asserted (Gray 2001; Gray et al. 1997; Mathews 1997) that
the CSR has identified a number of stages in CSR’s development. The first stage is the period 1970-1980.
Empirical studies focused on developing methods to measure the incidence of information disclosure by
firms which was voluntary. Most frequently were disclosed about employees and product activities. At
that time, managers, accountants, and the majority of their observers were not interested in environmental
concerns, because it was invisible. Some empirical studies were used three environmental categories out
of twenty seven (Ernst and Ernst, 1978 as cited in Mathews 1997).

The second stage is the period 1980-1990. Many changes have appeared due to the focus of the social
and environmental accounting literature, with increasing signs of specialization since 1980. For instance,
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value-added statements attracted a separate group of adherents and employee reports (Burchell et al.,
1985). Environmental disclosure has become of more concerned than social disclosure, environmental
disclosure and regulation consider an alternative means of reducing environmental damage. Legally
enforceable accounting standards, Means of conceptual frameworks, and legislations are features of this
period which contribute to the increased regulation of accounting disclosures. Empirical studies in this
period were more analytical and less descriptive. The final stage is the period 1991-now. This stage has
focused on environmental issues within accounting on a broad front, including interest from managers as
well as accountants. (Gray et al. 1995) argue that this stage has been characterized by the almost complete
domination of environmental accounting with research on broader social reporting (including employee
and ethical disclosures).

Two different types of motivations can lead companies in order to engage in CSR activities and
disclosure. The first motivation is that some companies consider CSR activities and disclosure may bring
a competitive advantage. For example, they think that having good relations with their stakeholders will
obtain them a good financial performance, employee commitment, and corporate reputation by assisting
in developing valuable intangible assets. External pressures (government, shareholders, consumers, etc.)
consider the second motivation which catalyses other companies to engage in CSR activities and
disclosure (Branco & Rodrigues 2008). These companies think that not doing CSR activities and
disclosure will lead them to lose some their profitability, reputation and must be addressed to mitigate
their effects. Social responsibility activities and disclosure constitute mainly a legitimacy instrument used
by a company to demonstrate its adherence toward stakeholders in order to increase or maintain their
financial performance, their image and their relationship with their stakeholders.

THE METHOD

This research method was used both quantitative and qualitative approach. The quantitative approach was
employed the annual reports of the period of 2007 and 2009. The qualitative approach was to gather
information from face to face of semi-structured interview (see Table 1). In general, the purpose of study
is to investigate the perspective of financial managers and information managers of the firms in Libya
about both the importance and benefits of CSRD. Data gathered from interviews was recorded by a note
and tape recorders with financial managers and information managers of the firms enabled the researchers
to gain the deeper insights on this issue in this research. The interviews took place between October 2010
and February 2011. Interviews lasted between twenty minutes to one hour and half. The meetings were
held in the manager’s office. As a result of the interview can explain issues in depth (Denzin & Lincoln
2000), it considers an appropriate technique for this research. Thus, it plays an important role in
explanatory research. Interviews with one of the most important social and environmental stakeholder
groups were conducted to help the researchers to gather data relevant to this issue. In addition, knowledge
gathered from consulting with other researchers in CSRD and literature reviews enabled the researchers to
design an interview guide with common questions in order to ask the interviewees.

Table 1: Profiles of interviewees

Sector Name Financial Managers Information Managers Total
Manufacturing 8 4 12
Services 11 1 12
Banks and Insurance 4 2 6
Mining 1 0 1
Total 24 7 31
Participants rate 77% 23% 100%
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THE FINDINGS AND DISCUSSION

4.1 The Importance of CSRD In order to obtain a deeper understanding of this phenomenon, the
following question was initially asked to interviewees about what the extent of the importance of
disclosure CSR activities in their annual reports for stakeholders. Interviewees were also asked their
personal opinions about CSRD. All interviewees confirmed that CSR activities and information play an
important role toward their companies and society and the responsibility of their companies in society to
achieve both social and economic benefits. The majority of interviewees emphasised that their companies
attempt to achieve economic objectives through increasing profit, revenues and sales as well as social
objectives. Two PhD theses provide the same findings for the responsibilities of the businesses toward
society, and the roles of their business in society to be both social and economic are Momin (2006) and
Aribi (2009). Aribi (2009) also mentioned that corporate policies for disclosing CSR information are
determined very much by the profit objective, but not the only objective of these companies. In this
regard, Abdulhamid et al.(2005) demonstrate that disclosure about social and environmental activities in
the Libyan annual reports leads to some social and economic benefits which are reflected at the macro
level. The interviews of this research believe that their companies should achieve both objectives, when
their companies invest their money in any project. One of the information managers states that:

One of the most important goals in the Development Bank is to reject investment in projects that
does not take into consideration the adverse impact of the project on the environment and hence
this bank obligates the customer to get the agreement of the environmental management in order
to obtain the requested loan.

One of the financial managers states that:

Management of the Company when investing in any project, it looks at the goals of economic and
it does not disregard the benefits which will be obtained by this project to the community such
as participation in addressing the problem of unemployment, employee training, etc., as the
company is part of the community and should contribute in social activities for the development
of society as a whole

All interviewees confirmed that the importance of CSR information in the annual reports is not less
important than CSR activities; both of them can play a significant role to gain the company objectives.
Abdulhamid et al. (2005) illustrate that information about CSR activities should reflect the interaction
between the society and the management and should recognise the right of different stakeholders. The
management also should inform all stakeholders about CSR information. They revealed that CSR
information in the Libyan context is directed and limited to some interest from some stakeholders such as
the General Assembly, the management (the company’s Administration Board) and, the central
Authorities (such as the security of Economy, the security of finance, the security of Industry, the Central
Bank of Libya and the watchdogs bodies which include the Public Control Office and the Tax Office).
However, all interviewees of this research believe that CSR information is one of the most important parts
that clarify what the extent of committing their companies to contribute to CSR activities to most
stakeholders. Some interviewees mentioned that CSR information are directed to some stakeholders such
as employees, management, investors, customers, shareholders, government through annual reports
(financial information, CSR information) to determine the following purposes: few employees use annual
reports to help their companies to protect their interests. Shareholders use annual reports to know how to
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use their funds; Investors use annual reports to help them in making investment decisions; Management
uses annual reports to evaluate the company and to address the problems and correct negative deviations
in the company through appropriate making a decision, as shown in the following quotations by some
financial managers:

The management in this company supports full disclosure for the transparency cause and we
review all activities in the annual report, you can apply this to everything when it is related to
social activities.

We are preparing the annual report in order to show the real situation of the company either
financially or socially, as we know that there are many parties that benefit from using this
information to assess the situation of the company and know what the company achieved and its
evidences during the year.

On the other hand, Ahmad, N.S.M. (2004) found that the Libyan companies did not inform employees
about CSR information due to a lack of importance of this information to their employees, while the
remaining stakeholders are interested in social and environmental information. Some interviewees
illustrated that while CSR information is important to management, investors and shareholders, there is a
lack of ability to comprehend CSR information by employees that in turn, may lead to their disregarding
information included in annual reports. This view is obliviously stated in the next quotations by some
financial managers:

1 believe that the information about the activities of social responsibility affect the decisions of
management and shareholders and investors... But unfortunately, many employees were not
aware of the importance of social activities, only a few employees know the importance of social
activities and disclosure of them and their effects on the company.

Some interviewees believe that some Libyan companies are still under privatized. This means that the
government companies have limited stakeholders such as government, management, customers, employee
and creditors. These stakeholders except for the government cannot affect the policy of the company as
the Libyan government possess all shares in these companies, while non-government companies which
are listed in the Libyan stock market have all stakeholders such as investors, shareholders, customers,
creditors and so on that can influence the policy of disclosure. The following quotation was stated by
some financial managers.

Ownership base on the bank has a negative impact on the importance of this information for
stakeholders and the financial benefits expected to provide this information.

Abdulhamid et al.(2005) also revealed that stakeholders of the Private companies in the Libyan context
see a main influence of the disclosure of CSR information on the environment, in particular
manufacturing companies whilst the service companies may perceive little influence of CSR information
on the environment.The importance of CSR information differs from one category to another. Most
interviewees in banks and insurance sector as well as services sectors considered employee information
and customer information in annual reports to be more important than others. In this regard with a simple
difference, all interviewees in manufacturing and mining sectors confirmed the importance of employee
information, environmental information and customers’ information compared with community
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involvement information to all stakeholders excepting society. Some financial manager stated in the
following quotation:

Service companies such as ours are interested in social activities and information about the
employees, and information relating to customers, considering that this information helps the
company's decision-making that in turns, is reflected in the improved financial performance for
the company and hence these companies disclose this information more.

Another interviewee supported this view in the following quotation:

1 believe that the industrial companies such as this company take into account the environmental
impacts that may affect their workers and the community, particularly the places that surround it
as, it cares about workers and the quality of the product because these activities and these
information affect the performance of the organization.

This is general information about the importance of CSR and CSRD for the Libyan companies and the
extent of the importance of CSR activities and information to achieve the company objectives.In
summary, the main reasons of CSR activities and information are used to achieve the interests of
stakeholders. CSR activities and information in annual reports explain the extent of the contribution of the
company in CSR activities towards society to stakeholders; to assist the company in order to protect the
employees’ interests; to make investment decisions and to determine how the management use their
funds; and to make appreciate decisions.

4.2 Benefits of CSRD A number of theories in the accounting literature have presented some justifications
for disclosing CSR information in annual reports and hence stakeholder theory was used in this study to
answer the question regarding what determines that motivates companies to disclose social information.
Some benefits were mentioned in the accounting literature for companies disclosing CSR information in
developed countries; however, the benefits of CSRD in developing countries are still ignored and
ambiguous due to a few of the studies in the accounting literature related to answer the previous question.
Interviewees clarified different causes as shown in Table 2.

Most interviewees mentioned that there are two types of benefits for disclosing CSR information in
annual reports. The main benefits include an increase in the company profitability, the extent of
management attention for disclosing of CSR information, enhancing the company image, helping the
management to make decisions, informing stakeholders about the company's contribution to community
service and transparency. Thirteen of interviewees believe that providing positive CSR information in
annual reports helps a company to support its financial performance. In this vein that twelve stated that
the financial support has obtained by encouraging and attracting some stakeholders such as investors and
consumers. In addition, twelve see that the growth of social and environmental awareness of the Libyan
management has given more attention for disclosing of CSR information in annual reports, because such
practices helps Libyan companies to make appropriate decisions. Six of interviewees see that the
competition is an involved factor in improving a company performance, whilst only one says that the
disclosure of social and environmental information has led to increase productivity.
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Table 2: Perception of Interviewees on Causes and benefits for Disclosing CSR information

Number of Interview The Percents of Interviews Causes and Benefits of Discloser
Improving Financial Performance:
13 out of 31 42% Encourage and attract investors and customers
12 out of 31 39% Supporting the organisation profit
12 out of 31 39% Making-decision
6 out of 31 19% Competition
1 outof 31 3% Improving productivity
Regulation and Management:
3 outof31 10% Requirements of stock market
3 outof31 10% International Accounting Standards
5outof 31 16% Environmental law
3 outof31 10% Management
19 out of 31 61% Enhancement / creation of the company's image /reputation
16 outof 31 52% Informing their stakeholders about the company's
contribution to community service
14 outof 31 45% Transparency
2 outof 31 6% Improving employee commitment

Table 2 shows the perception of financial managers and information mangers about the benefits that motivate the company to disclose CSR
information in its annual reports. This is also evident in the following comment:

This company does not prepare annual reports for nothing; it has some reasons and benefits for
emerging social activities.

Furthermore, sixteen mentioned that Libyan companies use CSR information for informing their
stakeholders about the company's contribution to community service. Moreover, fourteen of the
interviewees believe that transparency is considered as one of the most important motivations types that
have led to the disclosure of social and environmental information, and it is also one of the most
advantages of the top management. More specific, Armitage and Marston (2008) revealed that
transparency in emerging CSR information may lead to: promoting integrity within the company and in
its dealings with stakeholders; promoting confidence on the part of shareholders and other stakeholders;
being part of what is expected of a good corporate citizen; helping non-executive directors to understand
the business. Aribi, Z. A. (2009, p. 180) indicated that ‘disclosing social responsibility information for the
reason of transparency might be considered as a form of motivation for the top management to reveal
such information’. Momin (2006) also revealed that companies in Bangladesh have a social obligation,
and ‘CSR practices are driven by the altruistic motivation of discharging such obligation by providing
information to society, accepting that stakeholders have the right to know about the corporation in more
detail’. In addition, he indicates that the increase of CSR of awareness has given encouragement to
managers to use CSR information. Nineteen of interviewees that CSR practices could enhance/create the
company reputation and the company image, and thus the company works to make strong communication
with stakeholders, in particular its external stakeholders whom they think important for continuing their
operation.

They think that creating or enhancing Reputation and profitability regardless long term or short term are
often made by public relation exercises, and are essentially paying attention with investors and
consumers. Thus, the effect of CSRD on society has been referred to as tactics that possibly enable the
companies to affect this perception (Deegan 2002). Two theses of Momin (2006) and Aribi, Z.A.(2009)
also appears that emerging CSR activities in annual reports allow the company to enhance its reputation
and its image through focus on its stakeholders or a marketing attention-grabber that is aimed at attracting
consumers and investors and this has given benefits in long term and short term. Graham et al. (2005) that
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the main motivation for disclosure is a reputation enhancement for transparency. In the same way, Eccles
and Mavrinac (1995) stated that the main benefit of disclosure improvement is increased management
credibility in enhancing disclosure of quality. Lundholm & Van Winkle (2006) emphasize on the
importance of obtaining shareholder confidence to achieve the purpose of disclosure that lead to
increasing the share price through reducing scepticism about the company’s future. The following
comments by financial managers support the perceptions in table 2:

We believe that the company focuses on achieving some goals more than others, when it discloses
information about social activities conducted in their annual reports. For example, the company
focuses on enhancing the company's image, improving its financial performance and
transparency, ...making the right decision... publicizing the company and its activities to all
stakeholders....through conveying what has been done during the year to stakeholders such as
owners, shareholders, investors and other... and the benefits are greater if the management of the
company is convinced of the importance of disclosure of this information.

The secondary benefits that help the management to achieve some objectives are regulation and
improving employee commitment. In this regard, Momin (2006) indicates that companies that are not
responsive will not be able to survive and therefore companies will comply with regulations and
standards. Three of the interviewees stated that Libyan companies which are listed in the Libyan stock
market obligates disclosing for CSR information through the requirements of the stock market, while
another three said that a company uses international Accounting standards which are considered as one of
the main reasons for disclosing CSR information in its annual reports. Five confirmed that applied the
environmental laws in a manufacturing company helps in disclosing CSR information. Regarding
employee commitment, two see that disclosing CSR information might be considered as one of the forms
of benefits for the management to reveal such information. The following comments by financial
managers support the perceptions in table 2:

In fact, we believe that the dissemination of this information in the annual report will have a role
in supporting the commitment of the employee and, also takes into account the application of law,
but the commitment of employees is not non-core with most companies.

On the other hand, interviewees who are working in the manufacturing companies which are listed on the
stock market believe that the company is committed to preparing annual reports according to regulations,
in particular environmental laws and the requirements of the stock market because if the company did not
apply these laws, this will be costly. Therefore, applying these laws can be effective as the most important
factor for disclosing CSR information. Some financial managers stated in the following quotation:

Industrial companies such as steel and cement industry specifically committed to the application
of laws that are interested in social activities in general and in particular environmental
activities , hence it tries to show in the annual reports to avoid negative effects on the share price
and reduce the profitability of the investor in the company.

SUMMARY AND CONCLUSION
The purpose of this paper is to explain the importance and the benefits of CSRD in the annual reports of

the Libyan context, as perceived by financial managers and information managers of the four sectors
(manufacturing sector, banks and insurance sector, the services sector and mining sector), using a
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theoretical framework which combines stakeholder theory. This framework shows that an importance of
CSR disclosure related to four categories (environmental activities, consumer activities, community
activities and employee activities) to stakeholders. The focus on this topic is motivated by the emphasis in
the prior accounting literature review on the reasons for disclosing CSR information as a primary
motivation by which disclosure policy can influence the company performance. Managers and employees
increasingly require considering SRD as a signal of improved CSR conduct in those fields because
disclosure affects the business performance such as a company's reputation. CSR disclosure also leads to
important results in the creation or deletion of other fundamentally intangible resources, and may help
build a positive image with employees and managers. By demonstrating that a company does emerge
CSR activities for their enhancing organisational performance, whereas non-emerging CSR can destroy
organisational performance for a company, hence stakeholders require their companies to disclose CSR
activities in their annual reports.

Furthermore, this paper presents some details about the effects of some factors on CSRD in the Libyan
environment context. Social, cultural, political, economic and legal factors are considered as the one of
the most main effective factors in the business performance and accounting through CSRD.This paper
provides evidence from these managers about the importance and the benefits of CSR information for the
company. The most important results are consistent with prior accounting research conducted in both
developed and developing countries. Our experience with CSRD in Libya suggests that CSRD are often
unimportant at being unable to prove the worth of CSR information. The results of this paper should help
address concerns often expressed by stakeholders about the importance of dissemination CSR information
in the annual reports. In particular, the results of this paper should be of value to managers concerned with
the company performance on the whole. The companies can reap the major benefits from disclosing CSR
information such as improving its financial performance through attracting some investors and
consumers, improving its competition in the Libyan market, supporting the company profit, making-
decision and improving productivity. They are also able to obtain tangible benefits such as enhancing the
company of image/ reputation, improving the company of employee commitment. The results explains
some reasons for disclosing CSR information in the annual reports such as requirements of the stock
market, applying international accounting standards, environmental laws, the growth of social and
environmental awareness of the Libyan management and transparency.
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ABSTRACT

The emergence of the Latin American market and its growing importance are factors that attract global
investors to this region with an eye on profit opportunities, a situation that demands a reliable instrument
for the calculation of future stock prices of regional companies. This study examined the reliability and
validity of the use of the Ohlson Model to predict Latin American stock prices through an empirical
application of a panel data analysis of 1,112 companies from this region with data from 2002 to 2009.
The findings identified the countries in Latin America where the model can be used successfully.

KEYWORDS: Ohlson Model, Latin American, Stock Prices
INTRODUCTION

Calculating the value of a firm is of paramount importance; identifying and defining the broad spectrum
of factors that influence the prices of stock have been a challenge for the scientific community, who has
proposed different models with different approaches. The Ohlson Model attempts to determine the market
value of a company’s stock from accounting data. This model has attracted considerable attention (Ota,
2002) and has had the greatest impact on the relevant literature in recent years (Larran & Pifiero, 2005). It
has the advantage over other models in that the accounting information is available for all the listed
companies. Even though much research has been done using the Ohlson Model in the United States and
Western European and Asian countries, few research exists about Latin America. Therefore a research
opportunity exists in the literature, focusing on probing the validity and applicability of the Ohlson Model
to stock markets from Latin American countries, which have great development potential. To fill this gap,
this study attempted to answer the following research question:

Can the Ohlson Model be used to determine the stock prices in countries of Latin America?
LITERATURE REVIEW

As Milton Friedman stated in his “Price Theory” (2007), the allocation of resources among different uses
sets the price of one item relative to another. Other authors have developed models and theories in their
efforts to explain the price of assets. For instance, Sharpe (1964) developed the Capital Asset Pricing
Model (CAPM) and Ross (1976) offered the Asset Pricing Theory (APT), while Wei (1988) made an
effort to unify these two. There are other models based on dividends and on cash flow, such as the
Discounted Cash Flows (DCF’s), which have several drawbacks, such as difficulty calculating expected
dividends and the fact that cash flows are distributions of wealth instead of creation (Penman, 1992).

The Ohlson Model must be regarded as a breakthrough, with the price based on the expected future
earnings (Penman, 1992), and with the condition of the use of clean surplus accounting. The Ohlson
Model is presented by of James Ohlson in “Earnings, Book Value and Equity Valuation” (1995), and later
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in “Valuation and Clean Surplus Accounting for Operating and Financial Activities” by Feltham and
Ohlson (1995). The models developed in both works relate the accounting information to the firm value.
Basically they assume that the value of a stock can be calculated from the book value and the net present
value of the abnormal earnings; that is, the earnings a company makes above the cost of the money used
to make them, discounted at a risk free rate, in an accounting system that is based on the clean surplus.
The Ohlson Model has provided a solid theoretical framework for the market-based studies through the
clean surplus approach (Walker, 1997). The literature currently contains several important empirical
research studies based on this model. The study written by Ota (2001) had a very clear mathematical
development of the Ohlson Model and showed a great concern with the difficulty in estimating the factor
for “Other Information” variables that affect the future performance of a firm. A study by Duran, et. al.
(2007) attempted to validate the application of the model to Mexico’s companies.

Another study by Giner & filiguez (2006) corroborated the predictive ability of the Ohlson (1995) and
Feltham Ohlson (1995) models from future earnings. For their study, they took non-financial companies
from the Madrid stock market from 1991 to 1999, using book value and earnings. The simplifications
they used were the same as those used by Duran, et. al. (2007), using earnings instead of abnormal
earnings and discarding financial companies without a proper justification.

METHODOLOGY

Data from the Osiris Data base was used for analysis. First a Pooled Regression was made and compared
with the panel data analysis for data from 2002 to 2009 for several countries from Latin America. More
than 23,000 observations for 2,912 listed companies in 34 countries were used.

Adopting the Ohlson Model used by Collins, et al. (1999), and taking the model:
P, =y, + a;x? + a,y; with a few notation changes; that is, y; = BV, and xf = AE{ we arrive at:

Pit = Qg + alBVit + azAEl% + asVit + Eit

The variables for this model are expressed in thousands of dollars at the closing date of each year. For this
model, P;; was “MarketCapOatclosingdatethUSD” as the dependent variable, which is the total value of a
company. The Book Value BV;; one of the independent variables, “SharecholdersFundsthUSD”, and the
abnormal Earnings was estimated by the variable “NetIncomethUSD” as is seen in Duran, et al, (2007).
The term y;;, which stands for other information that affects the price, was neglected due to the
difficulties in estimating this parameter, (Ota, 2001).

With this model, a panel data analysis, was made because of the considerable advantages that it offers
(O’Connell, 2007), such as the control of unobservable firm-specific effects that are difficult to measure.
The panel data analysis has the advantage of allowing the identification of countries and/or time periods
where accounting conservatism is different (O’Connell, 2007). The use of US dollars in every country
gives the advantage of easy comparability, and the cost of money would be the same for all the countries.

Observations with no market capitalization or negative market capitalization values were eliminated from
the study. The countries that had less than 5 companies left after this adjustment were also discarded.
Only 13 countries were left, for a total of 1,112 companies, with a total of 8,896 observations.The first
analysis done was a pooled OLS regression. A panel data estimation was used and compared with the
pooled OLS regression using a Lagrangian Multiplier test for random effects. The Panel Analysis with
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fixed effects was then tested and compared. If both of these analyses were better than the pooled
regression, a Hausman test would be used to determine which one is better.

RESULTS

With this pooled Regression OLS, the R square value is 0 .6931 and the overall F test was displayed with
a 0.0000 value, which allowed rejection of the null hypothesis; therefore, it was concluded that the model
is valid. The p values for the individual coefficients, the constant, and the independent values were shown
to be statistically significant, with values of 0.000 in each case. All the coefficients were positive, and this
was consistent with the theoretical expected values for the Ohlson Model. A panel data analysis allowed
control of each company. In this second step, the Generalized Least Square (GLS) random effects
estimator was analyzed so that the model assumed that each company had a different constant.

The results of the analysis showed that the R square within, which is, the explained variation within
companies, was 0.5064, while the R square between had a value of 0.7317 and the overall R Square of
almost .70; this was a very good overall value. All of the coefficients were positive with P values of zero,
so the model and the variables were significant and had the expected sign: the model can be used.

To determine whether a pooled regression or random effects, was better, a statistical probe of the null
hypothesis could be performed, for this, a test formulated by Breusch and Pagan, known as the
Lagrangian Multiplier test for random effects was used. From the results of this test, the null hypothesis
can be rejected, given that the P value of the Chi Square was 0.0000. Therefore, it could be concluded that
the random effects were relevant; the random effect model was better than the pooled regression model.
Another model that was tested is the fixed effects regression model. The R square values were very
similar to the random effects model, and the p value for the F test was 0.0000. Thus it could be assumed
that this is a valid model. The values for Sharehoder and Net Income variables were positive and
statistically significant. To determine whether the fixed or random effect model was better a Hausman test
was used. The Test demonstrated that the difference between the fixed and the random coefficients could
be used to test the null hypothesis: The null hypothesis was rejected, so the fixed effect model was used.
Then a vector of dichotomic variables was added for each country to see if any country had an important
particularity. Every country was analyzed individually to see if the Ohlson Model could be applied to
each country, and if there was a significant difference. Tests needed to be done under the fixed effect
scope because of the result of the Hausman test. In Table 1 the results of this analysis are presented.

Table 1: Panel Data Analysis with Fixed Effects

Country Constant Shareholder NetIncome R? F
Argentina 823,033 %** -0.0505 1.2358 0.7319 1.03
Bermuda 198,927*** 0.8419%** 1.5339%%*x* 0.7045 589.23***
Brazil 508,540%* 0.8801%** 0.4197 0.767 295.2%**
Cayman Islands 34,709 1.3938%%** 3.0931%** 0.4925 232.72%%*
Chile -110,718 1.5961%** 3.0733%%* 0.8069 305.74%**
Colombia -1,616,491* 5.0383%** -21.0066** 0.1686 18.68%**
Mexico 700,538** L6397 5.4558%** 0.6316 84HH*
Panama -59,122 -1.7667 19.6347** 0.7868 10.69%**
Peru -497,206%** 3.5599%** 1.4414 0.7116 101.97%**
Venezuela 395,628 0.2255 -1.1718 0.0105 0.91

Note. This table shows results for the panel data analysis with fixed effect, separated by country using the STATA statistical program version
11.0. *** ** * indicate significance at 1,5,10 percent respectively.

El Salvador, Honduras, and Jamaica were omitted because of the lack of observations or collinearity
problems. Furthermore, from the F test p values, it can be seen that the Ohlson Model did not explain the
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stock prices for the cases of Venezuela and Argentina; the R square values for Venezuela were also very
low, with 1% of the variance explained by the model. In these two countries, the independent variables
were not significant, given that, in the case of Argentina, the price of the stock had a negative sign in the
Shareholder variable, and, in the case of Venezuela, the NetIlncome variable was also negative, although
none were not statistically significant in both cases.

From Table 1, Bermuda, Cayman Islands, Chile, and Mexico had positive and significant values, as it was
expected from the Ohlson Model. In the case of Peru and Brazil, both values were also positive, but, in
the case of Netlncome variable were not significant. Colombia had a statistically good model with a
0.0000 p value, but the R square factor was 0.1686. In addition, the value for the Netlncome variable was
negative, with more than 95% of statistical significance, meaning that there had to be a difference that did
not allow the Ohlson Model to predict the stock value. As a result, as the Netlncome variable increased,
the stock price dropped. In the case of Panama, the p value was lower than 0.05, and the R square was
0.7868, which means that the Ohlson Model gave a good explanation of the variance, but the shareholder
variable was negative, although it was not significant.

CONCLUSION

The Ohlson Model is a good price estimator for stock in Bermuda, Cayman Islands, Chile, and Mexico,
due to the fact that the variable coefficients were both positive and statistically significant. For the case of
Brazil and Peru, both of the variables were positive, but the coefficient for the NetIncome variable is not
significant. Panama has a p value smaller than 0.05, and the Shareholder Value which was negative even
though it was not significant. Colombia had a good model with a low R square, and the Netlncome
variable was statistically significant but negative, which is contrary to the theory.

In the cases of Argentina and Venezuela, the Ohlson Model did not work due to the fact that the F test
showed that the models were not statistically correct. For Argentina, the R square value was fair with a
value of 0.7319, but the only significant value was that of the constant, and there was a negative value in
the shareholder variable. In the case of Venezuela, the Ohlson Model did not work as expected. The R
square value was 0.0105, which was the percentage of the variance that is explained by the model. The F
test p value was not significant, for all of the variables and the model constant. It was concluded that the
Ohlson Model is a powerful tool to predict the price of the stocks for most of the Latin American stock
markets, with the exception of Venezuela, Argentina, and Colombia.

LIMITATIONS

A limitation of this research was the lack of a deep study of the different regulatory frames for each
county and the institutional differences. Another was the use of the US dollar, which simplified the
analysis but could have had an impact on the results of the application of the Ohlson Model, due to a
possible currency devaluation that could be an adverse factor. Some other limitations of the present study
included scale problems, autocorrelation, or heterocedastisity, which could be present; therefore, a more
sophisticated analysis is required. Another limitation was the use of net income as a proxy for abnormal
earnings. An important modification to the model could be made by estimating the factor, “Other
Information”, with a different supposition to see if the model improves.
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DO YOU KNOW WHERE YOUR DERIVATIVES ARE?

Ann Galligan Kelley, Providence College
ABSTRACT

This paper is designed to assist individuals and organizations in understanding the role and risks of
derivatives in two specific areas -- debt management and investing. It further serves as a warning to
those who are exposed to derivatives particularly in this post financial crisis era. Individuals and
organizations should take the time to educate themselves as to the serious potential risks involved with
these instruments.

JEL: M40, G11,G24

KEYWORDS: derivatives, exchange-traded funds, leveraged, futures contracts, counterparty risk,
tracking errors

INTRODUCTION

The 2,315-page Dodd-Frank Wall Street Reform and Consumer Protection Act has been hailed as the
solution for preventing future financial meltdowns such as those currently experienced in this economy.
Investors should not be lulled into complacency though. This legislation creates a division within the
Federal Reserve designed to protect consumers. However, while its goal is to increase the transparency of
complex financial products including the oversight of swaps and other derivatives, it is certainly not a
substitute for individual and organizational prudence and due diligence. Furthermore, many of the
changes in this bill are not expected to be fully enacted until 2015. Boards of directors, management,
CPA firms, elected officials and even financial advisors should view this legislation as a tool to
eventually help protect their respective organizations and not insurance against future problems.

LITERATURE REVIEW

Debt Management Policies

It is important for all debt issuing organizations, whether they currently use derivatives or not, to have
formal written derivatives policies in place that assure that appropriate due diligence procedures be
conducted and require prescribed approval protocols for the acquisition and management of all types of
derivatives.

What are some of the more common types of derivatives used in debt management?

Derivatives, which include futures, options, forwards and swaps (including credit default swaps), get their
name from the fact that they derive their value from an underlying asset, typically an established index or
another financial instrument or security. Interest rate swaps have been around for years and are actually
quite prevalent in the governmental and non-profit world. There are many types of swaps. “The total
notional value of interest rate derivatives including swaps reached nearly $450 trillion as of June 30,
2010 according to the Bank for International Settlements’ June 2010 report.

The most common types of interest rate derivatives are:
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1)

2)

3)

4)

Interest rate swaps are used to synthetically convert variable rate debt to fixed rate and vice versa.
For example, if a university can efficiently issue variable rate debt but would prefer not to be
exposed to potential future interest rate increases, the university could enter into an interest rate
swap with another group, called a counterparty, to effectively convert their variable rate debt to
fixed rate debt. (Kelley, 2011)

Interest rate caps are used to limit exposure to interest rate volatility. For example, an
organization with variable rate debt may be willing to tolerate interest rate increases up to a
certain level or believe that interest rates will remain low. However, the organization may wish
to limit its interest rate risk by purchasing an interest rate cap, which assures that the organization
will not pay an interest rate exceeding the rate prescribed in the cap. (Kelley, 2011)

Basis swaps are used to manage or change the “basis” on which variable interest rates are
calculated. These are more commonly associated with revenue bonds where an organization’s
income may be dependent upon a particular interest rate index; yet the debt the organization has
issued is based on a different index. For example, if revenues are based on the prime interest rate
while the interest expense that must be paid is a function of the London Interbank Offered Rate
(LIBOR), and the traditional correlations between these two indices digresses; a basis swap will
protect the entity from market dislocations. LIBOR is used in determining the price of many
financial derivatives, including interest rate swaps. This is the average short-term deposit rate
that banks participating in the London money market exchange offer each other. (Kelley, 2011)

Rate locks, which are based on interest rate swaps, are used to hedge “lock in” a rate for an
upcoming bond issue. These are really nothing more than institutional versions of an interest rate
lock fee that one might pay to lock in an interest rate when applying for a home mortgage.
(Kelley, 2011)

However, there are risks associated with derivatives. There are certain fundamental risks associated with
the utilization of derivatives, which should be carefully considered by organizations and addressed in
their Derivative Policy statement.

1)
2)

3)

4)

Counterparty/credit risk is that the entity on the other side of the transaction might not be able to
fulfill their obligation.

Basis risk is that the interest rate that an organization is trying to hedge does not track exactly
with the derivative. Hence, the organization may not get the full benefit that they are anticipating
from the derivative.

Termination risk is the circumstances under which either the buyer or seller of the swap can
terminate and how are the termination costs calculated?

Credit downgrade risks are the consequences of a credit downgrade or default of either party.

Investments with Embedded Derivatives

Derivatives are not only used in debt management but can also be incorporated into investments which
may not be as readily apparent. Many organizations believe that they are not exposed to derivatives in
their investments because they do not directly purchase derivative contracts. Derivatives, however, are
being incorporated into many investment products which are not being fully disclosed or understood by
even many experienced financial advisors. Few people are aware that some mutual funds and many
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exchange traded funds (ETFs) use derivatives to hedge risk or to magnify market or security movements.
Many of these ETFs have labels such as Short, Ultra, 2X, Double Long, or Inverse among others.

Derivatives are actually used in a number of ways in our economy, and for the most part they can be
beneficial. Airlines often hedge the price of the fuel they are using for their jets by using futures
contracts, a type of derivative. Hence, if fuel prices increase significantly, your favorite airline will not be
at risk of losing money on passenger tickets that were sold months ago. Basically, they are locking in a
price for their fuel cost using derivatives.

ETFs are not index funds. They trade on stock exchanges similar to stocks and may hold physical assets
such as stocks, commodities or bonds. However, unlike index funds, ETFs typically range between two
categories. The first category owns at least some of the physical assets they seek to track. The second
category known as synthetic ETFs, are funds that earn a return by investing in derivatives. These
derivatives are typically asset swap agreements with a counterparty which strive to replicate the
performance of the index or asset it tracks. There are now more than 1,000 ETFs that track major indices
such as the S&P 500, industry sectors, commodities and currencies. "Not everything is (a) suitable
(investment for all people),” according to John Gabriel, Morningstar ETF analyst. "You need to
understand what you own. People let research end with the name of the fund. That can get you into lots of
trouble." For example, some ETFs are leveraged, meaning they invest with borrowed money, which
makes them more risky. "Fund performance can be the opposite of what investors expect," Gabriel further
stated. (Guste, 2010)

The SEC is also concerned that investors do not understand the risks associated with more complex ETFs
and the “abbreviated” disclosures that provide a false sense of security to investors pertaining to the scope
of a fund’s reliance on derivatives. “... some funds employing this type of disclosure, in fact, appear to
invest significantly in derivatives,” wrote Barry Miller, an associate director in the SEC’s division of
investment management. According to Paul Justice, CFA, an ETF strategist, he commented in his
January 22, 2009 Morningstar article after returning from an ‘inside ETF conference’, that he was
“shocked to learn how many people have a misconception as to how these funds work. And this sampling
was not of novice day traders —these are professionals and financial advisors.”

This is such a huge potential problem that the SEC on October 19, 2011, has deferred consideration of
new requests for ETFs that utilize significant investments in derivatives. Mary Schapiro, the current SEC
Chairman, stated in an SEC press release dated March 25, 2010, that “It’s appropriate to engage in a more
thorough review of the use of derivatives by ETFs and mutual funds given the questions surrounding the
risks associated with the derivative instruments underlying many funds”. Existing ETFs and mutual
funds that use derivatives are so far unaffected. While the SEC is studying the use of derivatives as of
April 1, 2010, there were 151 US listed inverse and leveraged ETFs with assets of $29.9 billion according
to investment bank Morgan Stanley. ETFs in the United States have grown to account for approximately
$1 trillion in assets, or approximately 10 percent of the long-term U.S. open-end investment company
industry, with U.S.-domiciled ETFs making up approximately two-thirds of global offerings. (Rominger,
2011)

One popular use of derivatives is to create leveraged or inverse ETFs. Inverse funds utilize a variety of
strategies to achieve their investment objectives including short selling, trading derivatives such as futures
contracts, and other leveraged investment techniques. Leveraged ETFs are marketed as a way of
doubling or tripling returns on the movement of underlying indexes and benchmarks such as the S&P
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500. Hence, if the S&P were to increase by 10%, one would expect a 2x leveraged ETF to increase 20%.
Inverse ETFs supposedly provide investors with a vehicle to get a leveraged benefit if the targeted index
declines.

Most investors understand that borrowing money creates leverage, which can be used to magnify returns,
which is how they think a leveraged ETF operates. However, the 1940 Investment Company Act placed
restrictions on how much investment funds could borrow. ETFs, consequently, obtain their leverage with
the use of derivatives. The Investment Company Act could not have contemplated the use of these
complex types of investments. “... the Act, while in fact being 70 years old, is being challenged and
stretched in ways that were inconceivable when it was enacted, but which we in the Division of
Investment Management are dealing with today” stated Andrew J. Donohue, Director of the SEC's
Division of Investment Management in June 3, 2010 SEC Staff Keynote Address at the ALI-ABA
Compliance Conference. It could be argued that leveraged ETFs are circumventing the intent of the
Investment Company Act by using derivatives to achieve leverage that would otherwise be prohibited.

Policy Considerations For Investments With Derivatives

The popularity and complexity of these new ETF investment vehicles requires that investment policy
statements be updated to specifically address their unique characteristics and their associated risks similar
to the debt management example above.

Risks of Exchange Traded Funds

There are two primary risks associated with ETFs that utilize derivatives such as interest rate swaps or
futures. The first major risk is reliance on a counter party to make good on their commitment. For a
derivative to function there is reliance on the performance of the entity on the other side of the
transaction. If that entity does not perform because of credit problems, legal issues or outright fraud, then
the derivative and most likely the investment will suffer a loss. In this worldwide economy, it is easy to
imagine situations where systemic risk could cause such large losses that the counterparty no longer has
the liquidity to pay. This counterparty risk also became painfully obvious with the collapse of Lehman
Brothers and the AIG bailout. One way of mitigating much of this risk is for the derivative to be
collateralized. However, it is not practical for an individual investor in an ETF to monitor the liquidity
and market value of the collateral. “ETFs that use swaps to clone stock, bond or currency returns have
been criticized by regulators and firms including Fidelity Investors, which say clients risk losing money
should the banks writing the derivatives become insolvent.” (Xydias, 2011).

The original prospectus of an ETF may state that the fund may use derivatives to carry out its investment
objectives. To know if the ETF you are holding or considering purchasing utilizes derivatives, and to
what extent, it is important to go directly to the particular fund’s website and click on the link for their
daily holdings. Most funds will indicate if their holdings include swaps or other derivatives. The
websites of most funds disclose their holdings, including the amount of swaps (See Table 1 example).

The second primary risk of ETFs that use derivatives is commonly associated with leveraged ETFs,
which are mainly managed by firms like Direxion, Rydex and ProShares. A popular example of a
leveraged ETF is an inverse ETF which is engineered to deliver a positive return that is a multiple of
any declines in the designated benchmark. The risk is a function of the daily compounding calculations
of leveraged funds caused by the mark-to-market of derivatives on a daily basis. For example, one
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would expect a triple inverse ETF on the S&P 500 to increase 30% if over time the market declined by
10%. The unexpected reality in a volatile market might be that this ETF actually declines rather than
increases. It should be pointed out that leveraged inverse ETFs should only be considered for very
short-term daily investment purposes since the mathematical impact of daily compounding in a volatile
market could result in the opposite of what an investor hopes to achieve. Over longer periods of time,
such as weeks or months, results could be significantly different from what an investor is expecting
particularly in volatile markets. "It pays to look beyond the cover," says Matt Hougan, editor of ETF
Web site IndexUniverse.com. In August 2009 the SEC and the Financial Industry Regulatory Authority
(FINRA) issued an Alert warning investors about extra risks involved with leveraged and inverse ETFs.
Two “real-life” examples provided in the Alert were:

e Between December 1, 2008, and April 30, 2009, a particular index gained 2 percent. However, a
leveraged ETF seeking to deliver twice that index's daily return fell by 6 percent—and an inverse
ETF seeking to deliver twice the inverse of the index's daily return fell by 25 percent.

e During that same period, an ETF seeking to deliver three times the daily return of a different
index fell 53 percent, while the underlying index actually gained around 8 percent. An ETF
seeking to deliver three times the inverse of the index's daily return declined by 90 percent over
the same period.

There are a wide variety of ETF choices with different index compositions and methodologies. Not only
do leveraged ETFs depend on the use of derivatives but certain types of commodity ETFs also rely on
leverage to meet their investment objectives. On October 19, 2011 FEileen Rominger, director of the
Securities and Exchange Commission's Division of Investment Management testified before a Senate
subcommittee that a certain small group of so-called "inverse, leveraged ETFs" are made up of
derivatives and other securities and can have an effect that that can be magnified in volatile markets. She
further stated that leveraged, inverse, and inverse leveraged ETFs approximated $48 billion in assets.

With the future of the US economy in question, those investors seeking to purchase investments that
move in the opposite direction of the market (inverse ETFs) or to hedge their existing investments should
be cautious. As Figure 2 illustrates, inverse ETFs may not necessarily deliver the results anticipated by
investors. The problem is that many retail investors as well as many professionals do not understand that
these leveraged and inverse ETFs compound daily and can produce these skewed results. Leveraged
ETFs should typically be held for less than one day and definitely not treated as index funds. This is
because of the effects of compounding (sometimes called "beta slippage"). This issue has attracted much
public attention now that these ETFs have been increasingly used by less experienced investors. The
Securities and Exchange Commission and FINRA had issued a warning on the leveraged and inverse
ETFs. (2009) The SEC is seeking comments currently on ETFs that invest in derivative products to
provide input as it evaluates the acceptable level of risks for investors. (2011) If an investor purchased
ProShares ETF 2x Dow Jones U.S. Real Estate Index (SRS) in February 2007 and held it until August
2010, he would have expected an 88% gains based on the fact that the Dow Jones Real Estate Index
decreased 44%. However, an unpleasant surprise would have been the realization that the ETF 2x
decreased by 92% due to daily compounding in volatile markets. (Figure 2)

A random internet search of leveraged and inverse ETFs will still show individuals touting leveraged
ETFs as a way to bet against the market. Investors should be wary and educate themselves as to the risks
of these leveraged and inverse ETFs. There are now lawsuits from misinformed investors. RBC Capital
is being sued by Massachusetts for selling leveraged and inverse exchange-traded funds to clients who did
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not understand what they were buying and subsequently suffered losses. (Condon, 2011) Other law
firms have received publicity for investigating FINRA brokerage firms who had advised customers to
purchase leveraged and inverse ETFs including those issued by Direxion, ProFunds (ProShares) and
Rydex. (De Veire, 2011)

ETF POLICY CONSIDERATIONS

Because of the inherent risks associated with ETFs that use derivatives, an organization’s investment
policy should state that every effort should be made to determine the extent of derivative use and its
associated risks before investing in ETFs. Furthermore, if the organization does invest in ETFs, these
ETFs should be constantly monitored to see if they are in fact actually performing as anticipated in
relation to their benchmark. For leveraged or inverse ETFs, this monitoring should be done daily.
Tracking errors for a variety of reasons are a significant risk for ETFs.

CONCLUSION

Derivatives can be useful tools whether they are interest rate swaps or components of investments. Just as
investors found though that complex instruments created from subprime mortgages like collateralized
debt obligations (CDOs) and CDOs-squared, if you do not understand the mechanics of how these
instruments really work, there is the potential for some startling surprises. "Education, obviously, is
always the key to being a successful investor," says Kevin Quigg, head of the ETF strategy and consulting
group of State Street Global Advisors. “Investors need to ask questions and read carefully about the exact
structure of any prospective exchange-traded product purchase.” (Shari, 2011). ETFs need to be
thoroughly understood in order to be properly incorporated into an individual’s or organization’s overall
asset allocation, risk tolerance, and liquidity goals for their investment portfolio.

Table 1: Example of a Fund Showing Holdings with Derivatives

correspond to twice (200%) the inverse (opposite) of the daily performance of the Dow Jones

UltraShort Real Estate  ProShares: UltraShort Real Estate seeks daily investment results, before fees and expenses, that
U.S. Real Estate Index™.

Security Description Notional Value  Market Value  Shares/Contracts
DJUSRE SWAPS (324,697,672.94) - (4,114,685.30)
Net Other Assets / Cash - 161,693,221.83 161,693,221.83

As of 11/11/11 at www.proshares.com/fund/srs_daily holdings.html

Table 2: Sample Data

€ Value of 2X

$ Value of % Change "Double the Inverse ETF
Period Index In Index Inverse" w/compounding
START
1 $100 100
2 $95 -5.00% 10.00% 110
3 $80 -15.79% 31.58% 144.74
4 $95 18.75% -37.50% 90.46
5 $75 -21.05% 42.11% 128.55
6 $90 20.00% -40.00% 77.13
7 $80 -11.11% 22.22% 94.27
8 $90 12.50% -25.00% 70.7
9 $100 11.11% -22.22% 54.99
10 $90 -10.00% 20.00% 65.99
11 $100 11.11% -22.22% 51.33
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Figure 1: Graph showing index vs EFT

Example of an Index Starting & Finishing at $100 in comparison to a 2x Inverse EFT of That
$160 Index Which Because of Volatity With Daily Compounding Incurs A Loss

Underlying Index == e= 2 X Inverse ETF

1 2 3 4 5 6 7 8 9 10 11
Time Periods

Table 2 and Figure 1 illustrate period by period how compounding causes severe tracking errors for a 2X Inverse ETF versus its index.
Logically, the expectation would be that over a given period of time if the indexreturned to where it began, the ETF would also. However, in this
example if you just "bought the index" you would end up exactly where you started. The leveraged ETF on the other hand lost 50% of its value.

Figure 2: Proshares ETF 2x Inverse of Dow Jones US Real Estate Index (SRS) vs the Actual Index

ProShares ETF 2x Inverse of Dow Jones US Real Estate Index (SRS) vs the Actual Index
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Investor deposited 310,000 on March 1, 2007 into ProShares ETF 2x, which inversely tracks the Dow Jones Real Estate Index. There was a 44%
decline in the Dow Jones Real Estate Index from February 2007 until August 2010. Given that his investment was a 2x inverse, this investor
expected his ETF to INCREASE 88%. Inverse ETFs embed derivatives that are marked to market and are thus compounded daily. Therefore,
mathematically, the 88% increase does not happen in actuality. This investor actually experienced a 92% DECLINE, resulting in his $10,000
investment now only being worth $800 as of August, 2010. Hence, policies and guidelines must be in place for investors who invest in these
products. They should also not be purchased by small individual day traders due to the risk involved.
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CALIBRATION AND COMPARISON OF SPECTRAL
RISK MEASURES FOR A PRACTICAL
IMPLEMENTATION

Stephan Thomas, Phast Solutions & University of Paris Sorbonne
ABSTRACT

Recently, new coherent, law-invariant and comonotonic additive risk measures known as spectral risk
measures (SRM) have been proposed as interesting complements to the regulatory-standard VaR. While
such risk measures allow various attitudes towards risk to be specified by the risk manager through a risk
spectrum, there has not been proposed to date any practical way of calibrating them but arbitrarily. It is
not clear neither how a risk manager could supplement VaR or CVaR with such risk measures in its risk
assessment process through a realistic methodology. In this paper, we propose a methodology to both
calibrate and compare SRMs. For that, we rely on concepts of relative entropy optimization allowing us
first to build a data-implied distortion as a reference measure for calibration and second to define an
entropic risk measure that we use for comparison. Finally, we apply the methodology to real market data
and assess four SRM through various specifications of the historical probability measure.

JEL: C6, D81 D84, G11, G17, G32.

KEYWORDS: risk management, spectral risk measures, distortion risk measures, minimum relative
entropy, economic capital, backtesting, decision theory.
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A COMPARATIVE STUDY OF CORPORATE
ACCOUNTING MALFEASANCE AND RESTATEMENTS
FOR 100 COMPANIES WITH FINANCIAL AND
MARKET IMPACT AND ANALYSIS OF MONITORING
CHARACTERISTICS

Liz Washington Arnold, The Citadel
Peter Harris, New York Institute of Technology

ABSTRACT

This study examines corporate accounting malfeasance from an exploratory and empirical perspective for
100 companies to determine if there is an association between the Jenkins recommendations SOX
requirements. The exploratory perspective discusses the types of corporate malfeasance and gives the
dollar impact for the financials and the market dollar impact ($140 and $857 billion respectively) of 100
companies with publicly announced malfeasance. In addition to the dollar impact, the results of the
exploratory study supports previous studies which found that revenue was the most common area of
corporate malfeasance and actual theft was the least. The exploratory study was followed with an
empirical examination of corporate malfeasance using internal (corporate governance) and external
(auditor and financial analysis) monitoring characteristics by matching the malfeasance companies with
non-malfeasance companies. The results of the empirical study did not find any significant differences in
the monitoring characteristics of malfeasance as compared to non-malfeasance companies even though
these characteristics were chosen based on an examination of recommendations/requirements for business
reporting for SOX and several accounting committees over the years.
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THE VALUATION OF THE SMALL LOCAL BUSINESS
IN A DIVORCE: A CASE STUDY

Hanna Savolainen, University of Eastern Finland
ABSTRACT

The discounted economic income method has increasingly been used for valuing small businesses. This
paper discusses the questions arising from the use of that method in the context of the valuation of a small
business for marital dissolutions. The paper is based on a case study. A real Finnish divorce case, which
ended up to the court, is used to illustrate the pitfalls of using the discounted economic income method in
valuing a small business for non-transactional situations. This study reveals that one of the pitfalls is the
subjectivism of the final value, depending on how the measure of the economic income and the present
discount rate is selected. It can sometimes result in an unrealistically high final value of the business.
Secondly, the method is based on the economic income expected in the future. In a divorce, the aim of the
valuation is to define the value of the business at the date of the partition. This means that when valuing
a small business in marital dissolutions it is essential to take both the accounting and the legal point of
view into consideration.

KEY WORDS: Valuation, small business, divorce, discounted economic income method
INTRODUCTION

The valuation of a small business in a divorce is problematic, because one needs both the accounting and
the legal knowledge. In a divorce, it is common that the spouses are not able to agree the value of the
business and the case may end up to the court. The court gives the judgment about the value of the
business usually basing it on an expert’s statement. The problem is that the judge is not often an expert in
accounting or finance. On the other hand, the expert, who has given the statement, may not be familiar
with the marital law neither jurisdiction nor how to interpret it from a valuation point of view.

The purpose of this paper is to discuss the questions arising from using of the discounted economic
income method in the context of valuing a small local business in a divorce. A real Finnish divorce case
is used to illustrate the pitfalls of using that method in valuing the small business in marital dissolutions.
The main questions arising are on the one hand related to the method itself. On the other hand, they are
related to the legal point that should take into account in valuing business in a divorce. The method
related questions are dealing with measuring the economic income and selecting the discount rate and the
influence of the terminal value. In addition, a very important question is if the characteristics of the
business have sufficiently been taken into account in valuation.

The very essential questions from the legal point of view are related to the marital assets. One is the
inclusion and measurement of goodwill as marital assets. The other is the question of to which extent the
future income belongs to the marital assets. This is interesting, because the discounted economic income
method is based on the income expected in future. The point is if the method is applicable in marital
dissolutions or is it too much directed to the future.The next section discusses briefly the basis for valuing
small businesses in a divorce. The third section presents the case: the characteristics of the business and
the lawsuit. The fourth section describes the experts’ valuation using the discounted economic income
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method. The fifth section focuses on pitfalls of using the method in the context of a divorce. The last
section concludes.

BACKROUNDS

The traditional valuation approaches in business valuation are market approach, income approach and
asset-based approach (Hitchner 2011, Anderson 2009, Feldman 2005, Pratt et al. 1998, Fodor and Mazza
1992). The valuation methods are determined according to them. The market approach means that the
valuation is relaying on prices of similar assets traded in the open market. This kind of information is
seldom available about small businesses, so market approach is not often suitable for valuing small
businesses. Therefore, the two possible ways in valuing small businesses are asset-based approach or
income-based approach. The asset-based approach is based on a business’s net asset, relaying primarily
on accounting records. According Houghton (2002) asset-based approach has usually been applied for
example in valuing businesses where the future of the business is highly dependent on the owner-
manager’s personal relationships with providers of work. Versus according Gasson (2002) assed-based
valuation are used only where the value of the business is easily expressed in terms of its assets.
Anderson (2009) points out that the asset approach is theoretically weak as a valuation method, because
records based on the historical cost cannot be expected to predict the value that investors place on the
future earning power of business.

The income-based approach is using a discounted economic income to summarize the current value of the
future income. This approach contains a large number of measures of income, methods of projecting
them into future and applications of discount rate. The income-based approach and the valuation methods
relaying on it, particularly the discounted cash flow method, is widely accepted for valuing the small
businesses (Anderson 2009, Fernandez 2007, Pratt et al. 1998, Fodor and Mazza 1992). In the financial
literature, the discounted cash flow method is presented as the most theoretically pure and constant of all
valuation methods. On the other hand the weakness of the method is its’ dependency on forecasts
(Martins 2011, Gasson 2002, Pratt et al. 1998). In addition, the validity of the valuation process depends
on two essential inputs — the expected income and the discount rate used in making the time adjustments
(Dukes et al. 1996). Both the asset-based approach and the income-based approach are accepted in
Finnish legal literature when valuing business in a divorce. According Aarnio and Helin (1992) the
adjusted book value derived from adjusted balanced sheet is an applicable basis for valuation. In
addition, one should take into account factors that affect the income such as goodwill.

Pratt et al. (2000) define the goodwill “the propensity of customers to return for repeat business”.
Goodwill in small businesses is either practice (institutional) goodwill or professional (personal)
goodwill. Practice goodwill is an intangible asset of the business as an institutional entity. It consists of
intangible elements such as location, operation procedures and client base. Personal goodwill is
associated primarily with the individual owner of the business (Pratt et al. 1998). According to Finnish
legal literature and judicial precedents, the personal goodwill does not belong to marital assets. Valimaki
(1996) questions the use of the adjusted book value as basis for valuation when the business is going
concern. Instead of it, he would rather base the valuation on the use of the discounted economic income
method. If the personal goodwill exists, the amount equivalent to the personal goodwill should depreciate
from the final value at the end. At the beginning of a valuation process one must define the standard of
value that applies to the specific situation. The standard of value defines for the analyst the type of value
being sought (Pratt et al 1998). The most widely encountered standards of value are fair market value,
investment value, intrinsic or fundamental value and fair value (Hitchner 2011, Anderson 2009, Pratt et
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al. 1998). Fair market value has been often defined in the financial literature according to U.S. Internal
Revenue Service (IRS) Revenue Ruling 59-60. It is the price at which property would change hands
between a willing buyer and a willing seller. Neither of them is not under any compulsion to buy or sell
and both parties have reasonable knowledge of the relevant facts (Anderson 2009, Pratt et al. 2000, Fodor
and Mazza 1992). The investment value is the value of an asset to a specific owner whereas the intrinsic
or fundamental value is a real value of the assets. The definition of the fair value in turn is depending on
the context of its use (Pratt et al. 2000).

Law or other legal documents can legally mandate the standard of value. The standard of value can also
be a function of the wishes of the parties involved. In the context of marital dissolutions, however, the
applicable standard of value is generally less clear than for any other appraisal purpose (Hitchner 2011,
Pratt et al 1998). This is the case also in Finland. In marital dissolutions, the applicable standard of value
is not clear in Finnish legislation. The law is silent with regard to standard of value and little judicial
precedents exist. According to Finnish legal literature, for example Aarnio and Kangas (2010), Viliméaki
(1996), Aarnio and Helin (1992), the applicable standard of value as a basis is fair value. The problem is
that the expression fair value is ambiguous and no exact definition exists. According to above-mentioned
literature, fair value means a value, which is equivalent to the amount at which the business would change
hands between seller and buyer in the open market. However, when valuing small local businesses the
lack of free market makes the valuation difficult.

THE VIB CASE: THE CHARACTERISTICS OF THE BUSINESS AND THE LAWSUIT

This study is a case study basing on a real Finnish divorce case. In the case, a great deal of the marital
assets consisted of a small local business, which the spouses owned together. In a divorce, they could not
agree on the value of the business and a legal battle followed. Finally, the Supreme Court decided the
value of the business relying on the statements made by two different experts. The study is a critical
analysis of the valuation from the accounting and the legal point of view. All the material, the
calculations, statements, briefs and other documents in the study originated from the files of the Supreme
Court. In Finland, the Supreme Court mainly relies on written evidence when deciding on a case, as it did
also in this case. Hence, this study has exactly the same material than the Supreme Court had when
deciding the case. The business in the case was a small vehicle inspection business, hereafter named with
the fictitious acronym of “VIB”. VIB was situated in a remote small locality and had approximately
€85,000 profit per year. It was officially a partnership owned by the husband (70%) and the wife (30%),
but virtually it was like a professional practice. There were no employers; the husband was working as a
vehicle inspector. He was also taking care of the secretarial work and the cleaning and the wife was
apparently helping him. He worked long days and did not take vacations. Then the husband and wife
divorced. The couple was arguing about the business and the husband tried to sell the business to some
larger businesses in the same industry, but they were not interested. They all said that it would not be
profitable running the business by hiring extra staff. It would also be very hard to find an entrepreneur to
run the business with such a remote location. Running the business like that alone would demand
exceptional commitment to the business.

Therefore, the husband decided to carry on the business himself, but he and the wife could not agree on
the value of their marital property including the value of the business. They applied to court to assign an
estate distributor to value and distribute their property. According to husband the value of the business
was €40,000. The wife had obtained a statement of the value of the business made by an expert and
referring to it, she claimed that the value was €120,000. The expert’s statement will be introduced in the
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next section.The estate distributor decided that the valuation method, which the expert had used, was not
applicable to a small “one man” business. The estate distributor valuated the business himself. He based
his valuation on both the assets and the income.He appraised the machinery and equipment to their
current value instead of the value in the balance sheet. He determined that the net asset value was zero.
However, the estate distributor thought that because the business is still operating it has a goodwill value.
It was consisted of the constant clientele, business location and working machinery. According to the
estate distributor, this value was indisputable although the immediate buyer could not be found. The point
was that as long as the business was going concern the value was in the hands of the husband.

The estate distributor based his valuation on the financial statements from the years 2003-2006. He
adjusted the profit by reducing it with the amount equivalent to the reasonable wage to the owner. It was
€4,000 per month in 2003, €4,500 per month in 2004 and €5,000 per month in 2005 and 2006. The key
figures he used are presented in the table 1.

Table 1: The Key Figures in the Estate Distributor’s Valuation

Year 2003 2004 2005 2006

Profit, € 63 000 77 000 100 000 100 000
Owner’s wage, € -48 000 -54 000 -60 000 -60 000
Adjusted profit, € 15 000 23 000 40 000 40 000

From the basis of the key figures, the estate distributor considered that the economic income, which he
took into account in valuing the business, was €20,000 per year. Two reasons for reducing the income
existed. One was that a part of the profit resulted from the professional goodwill of the husband.
According to Finnish legal system, professional goodwill is not a distributable marital asset and that must
take into consideration in measuring the economic income. The other one was that, according to Finnish
law, the vehicle inspection business is a licensed trade. The estate distributor decided that it also reduced
the economic income per year.The estate distributor considered that the income should take into account
for three years time. Thus, he multiplied the income €20,000 per year three and resulted in the final value
of €60,000.The wife disagreed and appealed to the District Court claiming that the value should be
€120,000 according to the expert’s statement. She also presented a new statement of the value made by
another expert. According to it the value was €106,500 — 156,400. The statement will be introduced in
the next section. The District Court however affirmed the estate distributor’s value €60,000 and the wife
appealed again. The Court of Appeal determined that the valuation should be based on the discounted
economic income method, which both the experts had used. The Court of Appeal admitted the
subjectivism of the method. It resulted to very different values when changing lightly the variants. That
is why the Court of Appeal pointed out that the valuation should not be based only on the experts’
statements. One should also take into account that the business had been deeply depended on the abilities
and the work of the husband. That was why the value should be reduced. Therefore, the Court of Appeal
decided that the value of the business was €90,000.

Now the husband appealed to the Supreme Court claiming that the discounted economic income method,
which had been used in valuation, had been developed for larger firms and was not applicable to small
businesses. He claimed that the valuation method should be asset-based instead and the value of the
business should be €60,000 as the estate distributor had decided.

The Supreme Court admitted that the husband was partly right. The fact that the business was small and
depended on the husband’s work and ability favored for the asset based method. However, the Supreme
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Court determined that because of the going concern assumption, the valuation should be based on the
discounted economic income method. The business was still operating and saleable. It had been
profitable in the ownership of the husband, so it would also be profitable in the ownership of someone
else. There will be a realistic possibility to a business acquisition.If selling the business the price will
probably be determined according to the future income. The future income will be assessed according to
previous income, which mainly was based on the husband’s work. If he stopped working after the
acquisition, it will be uncertain if the income remains as equal as they had been. The prospective buyer
will probably think that this decreases the price. Because of that, the Supreme Court determined that the
final value must be less than in the experts’ statements. Therefore, the Supreme Court upheld the value
the Court of Appeal had determined. Thus according to the Supreme Court the final value of the business
was €90,000.

THE EXPERTS’ VALUATION

As it was mentioned earlier, two different experts prepared statements about the value of the business,
hereafter called expert A and expert B. They were both Authorized Public Accountants. They both used
the discounted economic income method in their valuation. Both the experts calculated the adjusted
income and used it as a measure of the economic income as well. They based their statements exclusively
on the financial documents, mainly to the financial statement and the balance sheet. Expert A based his
analysis solely on the financial statements in years 2004-2006. Expert B made forecasts for expected
income for years 2007-2011 basing them on the financial statements in years 2004-2006.

The Value of the Business According to Expert A

Expert A decided that year 2006 represented financially a typical year of the business. Therefore, he
based his calculation of the economic income on the adjusted income in year 2006 as follows:

The adjusted profit in 2006 84 539
Reasonable wage to the owner including statutory cost, 4 725 €/ month - 56 700
Profit before tax 27 839
Tax - 6400
Profit after tax 21439

The adjustment of the profit was because of the depreciation differences. Taxes and the wage to the owner
were not included in costs in financial statement. In Finland, in partnership, they usually do not pay wage
to the owner and the owner himself pays the taxes. Expert A decided according to his calculation that the
expected income was approximately €20,000 per year. He calculated the present value of the expected
income for three years and the terminal value of the business at end of the year of that time using the 15%
discount rate and the following formula:

_\"n E; Ei/r
PV_Zi=1 (1+7)t (1+r)n+1 (1)

where:

PV=Present value

> =Sum of

E; = Expected economic income in the ith period in the future
r = Present value discount rate

n= Last period for which the economic income is expected
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i = Period in the future in which the economic income to be discounted is expected to be received
Thus according to expert A the final value of the business was comprised of the following amounts:
Present value  €45,660
Terminal value €76,226
Final value €121,886

The final value of the business in the statement of expert A was determined minimum €120,000 assuming
the business will operate as a going concern.

The Value of the Business According to Expert B

Expert B used the discounted economic income method as well. He made forecasts for expected income
for years 2007-2011 basing them on financial statements in years 2004-2006. He calculated the mean of
the adjusted profit from years 2004-2006. He adjusted the profit by reducing the wage of the owner,
€4500 per month and it was raised 5% per year. The mean of the adjusted profit was as follows:

Mean
Revenue €165,900
Operating profit € 89,000
Profit € 86,300
Adjusted profit €32,300

Expert B made forecasts for expected income for years 2007-2011, which based on mean of the adjusted
profit from the years 2004-2006. The forecasts are presented in the table 2.

Table 2: The forecasts for expected income for years 2007-2011 according to expert B

Year 2007 2008 2009 2010 2011
Revenue, € 174,000 182,900 192,000 201,600 211,700
Operating profit, € 93,400 98,100 103,000 108,200 113,600
Profit, € 91,000 95,500 100,300 105,300 110,600
Adjusted profit, € 34,300 36,000 37,800 39,700 41,600

Expert B used these forecasts and made several alternative calculations for the present value of the
adjusted income using different rates and periods. He used the following formula, but unlike expert A, he
did not calculate the terminal value.

_\"00 E;
PV—Zi=1 (1+r)i (2)
The present values in different rating and timing that he calculated are presented in table 3.

Table 3: Present values in different rating and timing according to expert B

Time Rate 10 % Rate 12 % Rate 15 %
3 years €98,300 €96,600 €94,200
5 years €156,500 €151,300 €144,100
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According to expert B, there were also non-operating assets in the business about €12,300 and he added
them in the final value of the business. The final value of the business in the statement of expert B was
determined €106,500 — 156,400.

THE PITFALLS OF USING OF THE DISCOUNTED ECONOMIC INCOME METHOD IN THE
CONTEXT OF A DIVORCE

The study revealed that the use of the discounted economic income method in the context of a divorce
could be fraught with difficulties. First, the problems related to the method itself. One problem is the
subjectivism of the discounted economic income method. The final value is deeply dependent on how the
future economic income is measured and the discount rate is selected. Therefore, it is very important
when using this method to acquire an adequate amount of information about the economy and industry
conditions that affect the business. In addition, one must carefully examine the past earnings, project the
future earnings and then discount them (Anderson 2009, Fodor and Mazza 1992). One should also take
into account the characteristics of the business.

In the VIB case, both experts based their calculations on quite inadequate economic and operational
information of the business. They both based their analysis solely on the economic information taken
mainly from the income statement and balance sheet. They both ignored the facts that the prospective
buyers, the larger vehicle inspector firms, had pointed out. They claimed that the location of the business
was remote and the profitability of the business was strongly dependent on the husbands work and ability.
In addition, the machinery of the business was quite simple and old, and that was why the selection of the
services the vehicle inspection business served was restricted. Without this essential information, the
experts assessed the future income. This is problematic particularly when using the method where small
differences in the variants produced remarkable changes in the final value.The calculations made by
expert B showed this clearly.

The other problem in the experts’ statements in the VIB case was the discount rate. The importance of
selecting the discount rate is emphasizes in the financial literature (see for example Martins 2011, Gasson
2002, Pratt et al. 1998, Fodor and Mazza 1992). However, neither of experts explained how they had
determined the discount rate. Expert B made calculations with even two different rates, but did not
clarify the difference between them. Without knowing how the discount rate was selected it is difficult
for a judge to estimate if it is appropriate. It seems that the experts just relied on rules of thumb and used
the commonly used 10 or 15 % discount rates.

Expert A also calculated the terminal value using the same expected future economic income (€20,000)
and discount rate (15%) as he had used when calculating the present value. According Copeland et al.
(2000) a high quality of estimating terminal value is essential, because the terminal value often accounts
for large percentage of the total value of the business. For example, Mercer and Harms (2008) notes that
in a typical five-year DCF forecast, the terminal value will account for 60% to 80% or more of the total
present value for the method. Also Martins (2009) and Mercer and Harms (2008) warn that the impact of
the terminal value may turn to be a caveat. In expert A’s statement the terminal value (€76,226) was
approximately 64 % of the final value (€120, 000). He did not validate the key figures he had used in the
calculation. In VIB case, the terminal value seems to be overvalued regarding the characteristics of the
business mentioned above. In addition, the study illustrated that the difficulties of using the discounted
economic income method emphasize in the context of non-transactional situation such as a divorce. At
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first, it is very important to notice the difference in establishing a value and setting a price for the
business. According to Carland and White (1980), the value is the assessment of the worth of the
business by whoever is performing the valuation whereas the price is negotiated value agreed upon by the
buyer and seller. Also Sliwoski and Jorgenson (1996) point out that in many instances the value is really
a suggested selling price or purchasing price.

In business transactions, the computed value of business provides a starting point for the selling price
negotiations. One could assume that the “right” price for the business in business transaction is the price
at which the business changes hands. Thus, the final value, the price, is “tested” in transaction. If the
price is not appropriate, no transaction happens. This certain kind of control of the final value does not
appear in non-transactional situations. In the context of divorce, the court usually decides the final value
based on the experts’ statements.From the legal point of view, two issues relating to the marital assets are
important. One is the treatment of the professional goodwill. No mention of professional goodwill
included in the experts’ statements in the VIB case. They both adjusted the income by reducing the
amount of the owner’s reasonable wage. It remained unclear if they meant that the professional goodwill
included to that. Because the professional goodwill does not belong to marital assets in Finland, it should
exclude from the value of the business.

The other issue in valuation in a divorce context is the fact to which extent the future income belongs to
the marital assets. It relates to the purpose of the valuation in a divorce. The aim of the valuation in a
divorce is to define the value of the business at the date of the partition, not in the future. That might be
in contradiction with the discounted economic income method, because the method is based on economic
income expected in the future. When accepting the use of the discounted economic income method in the
VIB case the Supreme Court might not sufficiently took into account the purpose of the valuation.

According to Pratt et al. (1998), some analysts also are afraid that the discounted economic income
method impounds the results of future efforts of the operating spouse (which are not marital property) into
the present value to the business. If this is the potential issue, Pratt et al. continue, one should be careful
to reflect only the income that would reasonable expected from running the business with an employed,
non-owner manager. In the VIB case, the Supreme Court indeed concluded that the value of the business
should be less than in the experts’ statements. That was because the income was mainly basing on the
husband’s work. However, reducing the final value at the end may not be the correct way, if the final
value originally was unrealistic high.

CONCLUSION

This study revealed that when valuing a small business in a divorce it is essential to take into account both
the accounting and the legal point of view. From the accounting point of view, careful consideration
should take into the valuation method. The discounted economic income method has increasingly been
used in small business valuation. However, some questions are arising when using it in the context of a
divorce.The method is very sensible giving different final values when changing lightly the variants. It is
also subjective. The final value is depending on the how the future economic income is predicted and the
discount rate selected. Therefore when using this method, one needs an adequate amount of information
about the economy and industry conditions that affect the business. It is also very important to take
notice to the characteristics of the business. Valuation in the context of a divorce differs from valuation
in business acquisitions, because no control of final value appears in a divorce context. From the legal
point of view, one should bear in mind that the professional goodwill might not belong to the marital
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assets. According to Finnish legal system, it does not. In that case it must not include in the final value.
The other point is that the purpose of the valuation in a divorce is to determine the value of the business at
a certain date. In Finland, the valuation date is the date of the partition. The income after that date does
not belong to the marital property. Hence, the valuation should not be based too much on the future
income. The more important is the value that the business has in the hands of the owner at the date of the
valuation.
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THE DEFENSES OF LIFO AS AN ACCEPTABLE
ACCOUNTING METHOD

Peter Harris, New York Institute of Technology
Liz Washington Arnold, The Citadel

The Last in First out Method (LIFO) is presently under severe scrutiny from the financial community
which may soon culminate in its repeal as an acceptable accounting method. There are pressures from
the SEC in conjunction with the International Financial Accounting Standards Board (IFRS) to
standardize accounting standards worldwide. In addition, there is political pressure imposed by the US
Obama administration to raise additional revenues. Both groups strongly oppose LIFO, raising a strong
possibility that’s its complete elimination as an accounting method will occur by as early as 2014. This
paper will address the reasons defending LIFO as an acceptable accounting method.

First, from an accounting theory perspective, it satisfies the principles of historical cost, conservatism,
reliability, matching, the temporary difference aspect of deferred taxes and the income statement
economic reality of LIFO presentation. Second, from the perspective of the US government, tax loopholes
are many and LIFO is but one small example. If the US government eliminates these many tax loopholes
at the expense of lowering the tax rates, as indicated, the result will be a tax neutral revenue situation
which does nothing to help the deficit. Third and lastly, IFRS and US GAAP are in the process of
convergence, which is far different than having identical accounting standards. Differences between the
two entities in financial reporting will remain in effect after 2014. The result is that the need to eliminate
LIFO is not necessary from taxation, political or financial reporting position.
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A CROSS-CULTURAL COMPARISON OF ONLINE
CUSTOMER REVIEWS
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Hsien-Ming Chou, University of Maryland, Baltimore County
Lina Zhou, University f Maryland, Baltimore County

ABSTRACT

In this paper, we describe both cultural and lingual factors have impacts on customers’ online reviewing
behaviors. In order to investigate the difference between customers’ reviews in English and Chinese, 20
reviews for each of three products (e.g., a cell phone, a camera and a computer external hard drive) on
both amazon.com and amazon.cn have been chosen and compared. Qualitative study has been conducted
to compare the difference between English and Chinese on these aspects. Coding schemes were extracted
based on the results of the qualitative study, and English and Chinese reviews were further studied in
quantitative methods. Our results show that Chinese reviews focus more on negative aspects than
American reviews, and American customers give more recommendations to others than Chinese
customers. Furthermore, Chinese and American customers focus on different aspects of products. The
results of this study can be used to improve customer service, product marketing and promotion in
multinational business.

JEL: M3 - Marketing and Advertising, M30 — General

KEYWORDS: online customer reviews, cross-culture perspectives, lingual difference, multinational
business, amazon.com, amazon.cn

INTRODUCTION

When consumers search for product information and buy potential products on the Internet, they could
browse online reviews written by other customers. These customer reviews are displayed in different
formats and content, for example, they may present as star-rating style, personal comments, product
functional reviews and so on. Prospective customers will read these product reviews and make their own
purchase decisions, and these consumers’ final selections will also affect the sales of retailers and
aspiration of other potential customers. What's more, online customer reviews can be defined as peer-
generated product evaluations posted on company or third party websites. Retail websites offer consumers
the opportunity to post product reviews with content in the form of numerical star ratings and open-ended
customer-authored comments about the product [1]. The mere presence of customer reviews on a website
can improve customer perception of the website [2]. Sites such as Amazon.com elicit customer reviews
for several reasons, such as to serve as a mechanism to increase site “stickiness,” and to create an
information product that can be sold to other online retailers. Reviews that are perceived as helpful to
customers have greater potential value to companies, including increased sales [3-6].

Recent research has examined the role of online customer product reviews, specifically looking at the
characteristics of the reviewers [7, 8]. The cultural dimensions were also found to vary across the
different countries and different products [9]. However, despite the obvious importance of cultural
factors, only a few studies have been performed on cross-cultural issues [10]. This is partly because any
such study must confront the difficulty of explicitly identifying and measuring the intangible concept of
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culture in the context of a particular system [11]. In this paper, we will try to compare customer reviews
written in two different languages (English and Chinese) for three distinct products and collect data from
Amazon.com (US-based) and Amazon.cn (China-based) website.

RESEARCH QUESTIONS

Individualism-collectivism [12] is one of the most commonly used dimensions in cross-cultural studies.
Members of individualist cultures (e.g., American) tend to hold an independent view of the self that
emphasizes separateness, internal attributes, and the uniqueness of individuals, while those of collectivist
cultures (e.g., Chinese) tend to hold an interdependent view of the self that emphasizes connectedness,
social context, and relationships. As a result, there are attitudinal and behavioral differences between the
two cultures, which are listed in table 1 [13].

Table 1: Relative Attitudinal And Behavioral Differences Associated With Individualism Versus
Collectivism

Individualism Collectivism
(e.g., United States, Australia, Canada) (e.g., Hong Kong, Taiwan, Japan)
Self-construal Defined by internal atfributes, personal Defined by important others, family,
fraits friends
Role of athers Self-evaluation (e.g., standards of social Self-definition (e.g., relationships with
comparison, sources of appraisal others define self and impact
regarding self) persaonal preferences)
Values Emphasis on separateness, individuality Emphasis on connectedness,
relationships
Motivational drives Focus on differentiation, relatively Focus on similarity, relatively greater
greater need to be unique need to blend in
Behavior Reflective of personal preferences and Influenced by preferences, needs of
needs close athers

Members of collectivist cultures tend to form attitudes about individuals on the basis of both dispositional
traits and contextual factors. However, members of individualist cultures form attitudes about individuals
solely on the basis of dispositional traits [14]. We believe these cultural differences will also influence
people’s attitudes and behaviors on online products reviewing. One of our research questions is to
determine whether there are any differences on the review content. Thus, we first hypothesize that:

HI1: American customers comment on products focused more on products’ specific traits than Chinese
customers.

Online reviewing is a way of expressing people’s opinion. Huang [15] conducted a cross-cultural study to
explore the effects of cultural conditions, particularly the dimension of individualism/collectivism, and
the effects of individual motives on opinion expression by drawing two probability samples from the
United States and Taiwan, two countries with different scores on individualism/collectivism. Results
show that incongruence between one’s own and the perceived future majority opinion and a lack of
efficacy reduce Taiwanese people’s willingness to express their opinions. For Americans, it is only
motives for not expressing opinions that make them less willing to express their views. We believe that
Americans are more willing to give feedback to products as reviews:

H2: Americans tend to express more of their own opinions about products than Chinese.

In a collectivistic culture like the Chinese, the self is bound by relationships with others. The Chinese are
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more inclined to behave in accordance with personal preference and social demand that with objective
standard. Such concepts as “renqing” and ‘“guanxi” have impact on how people persuading and
influencing others. Meanwhile, the major cultural values of Americans are individualistic which have the
emphasis upon independence and individual rights. In the process of persuasion, persuades are believed to
have the right to choose whether or not to comply. Individuals are socialized to make rational decisions
and prefer to use the factual-inductive style of persuasion [16]. Hence, we hypothesize that Americans
and Chinese use different persuading styles in their customers’ reviews:

H3: American and Chinese customers using different persuading styles in their reviews.

RESEARCH DESIGN

In this part, we will explore and try to answer these 3 following questions when we design our research:
How do we design our research to capture main culture factors in terms of English and Chinese online

product reviews? How do we choose products and reviews? And what kinds of data should be collected?

Design Research To Capture Main Culture Factors

In order to reflect two different culture backgrounds, two most popular websites in their own countries
have been chosen:

(1) www.amazon.com (US-based)

(2) www.amazon.cn (China-based)

The reasons that we chose these two websites are not only because they did look so similar in layout and
they are actually owned by one company, the main point is we are trying to eliminate other factors but
cultures, because our research design is to capture main culture factors in terms of English and Chinese on

these two B2C websites.

Choice of Products And Reviews

Again, in order to minimize other factors effect on our research, we narrow down to randomly select 3
distinct products in the category of electronic devices: A cell phone (Nokia 5530), a camera (Sony DSC-
W350 in black color) and a hard drive (Toshiba 2.5-Inch 320 GB External Hard Drive). Besides, we need
to make sure there are enough customer reviews on both websites for these selected products to be
analyzed. So for this study, we first order these reviews by “Most Helpful First” option and then we select
20 reviews from US website (www.amazon.com) and 20 reviews from Chinese website
(www.amazon.cn) for each product discussed above.

Data Collection

We collect 120 customers’ reviews from these two business-to-customer e-commerce web sites on three
different products. So, there are 20 reviews in English and 20 are in Chinese, totally there are 40 reviews
for each product. We firstly apply qualitative analysis: we review all the 120 customers review, and
analyze and compare reviews in two languages to figure out the similarity and differences, as well as find
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characteristics in both of them. And then based on the findings from qualitative analysis, we start to build
coding schemes. We capture such factors in our scheme: Total number of sentences; Overall review;
Price; Features; Recommendation to Consumers; Promotions (E.g. Accessories); Genuine; Location of
Manufactory; Others (E.g. Customer services, shipping and returning issues). For example, table 2 is the
scheme template for one of our products — camera (Sony DSC-W350). The frequency of how many times
the reviewer comments on these aspects will be coded and the frequencies of reviews in two languages
will be compared.

Table 2: Example of a Scheme Template For Camera Product

Revie Total Ove Pri Feat Recommend Promotion Genu Location of
ws number of rall ce ures ation to s (E.g. ine Manufactory Others
sentences revie Consumers Accessorie
R1 35 1 2 27 1 0 0 0 4
R2 16 1 0 14 0 0 0 0 1
R3 11 3 1 5 0 0 1 0 1
R4 4 1 0 3 0 0 0 0 0
RS 9 1 0 6 0 0 0 0 2
R6 13 1 1 9 0 0 0 0 3
R7 23 1 0 13 2 0 0 0 7
RS 4 1 1 2 0 0 0 0 1
R9 8 2 2 3 0 0 0 0 2
R10 9 1 0 8 0 0 0 0 0
R11 12 1 0 10 0 0 0 0 1
R12 5 1 1 4 0 0 0 0 0
R13 9 1 2 6 0 0 0 0 1
R14 9 1 0 8 0 0 0 0 0
R15 4 1 0 4 0 0 0 0 0
R16 6 1 2 3 0 0 0 0 0
R17 4 1 0 3 0 0 0 0 0
R18 6 1 1 1 0 0 0 0 3
R19 7 2 0 5 0 0 0 0 1
R20 9 1 0 7 0 0 0 0 1
RESULTS

120 reviews were first carefully compared and analyzed by us. Some valuable conclusions have been
drawn based on the comparison, which are presented in the following section. The data coded have been

analyzed through Chi tests and t tests, and the results are also presented in this part.
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Qualitative Analysis Results

Based on ours comparison of Chinese and English reviews, 7 conclusions have been drawn as follows:

(1) Praise vs. criticism

Chinese reviews focus more about negative aspects, e.g., W g i i ARERE S, (In
English: There is a problem with the handset, so everybody’s talk voices are the same that looks like they

all get cold)”, “ TSR DI M-k (In English: T am so regret that the

encrypted content should be opened by the hard disk, what kind of this encryption?” However, English
reviews have more positive aspects, e.g., I find it to be very functional - I have not had a dropped call or
any problems with the interface itself. The touch-screen is very easy and fun to wuse.”

Previous study has verified that culture has impact on feedback behaviors [17]. According to
individualism and collectivism theory, people in collectivistic cultures care about group harmony more
than in individualistic cultures, and they are less likely to show their dissidence directly. However, our
finding is not consistent with it. We believe it may be due to the special online environment. Firstly,
customers use IDs when they provided their feedback, or even anonymously. Hence it is impossible to
identify them, and they are more willing to express their true opinions. Secondly, online customers are not
familiar with each other, thus they may do not have strong sense of group.

(2)Persuadin gbehaviors

American customers tend to make some direct recommendations to others, while Chinese customers do
not make recommendations to others. For example, online product reviews are coming from American
customers like: “For anyone who is planning to buy this phone I won’t recommend it”; “I don't
recommend to buy this cell phone ever”; “I recommend to others”. We did not see many
recommendations like those sentences in Chinese reviews.

Hence, our hypothesis three — H3: American and Chinese customers use different persuading styles in
their reviews, is supported in this context.

(3) Concerns

Both Chinese and American pay much attention on product functions, features, quality, and price.
However, Chinese customers complain much more on customer service of the website than American
customers, such as product packing problems and delivering qualities. It reveals that amazon.cn needs to
improve their localized customer services. Besides, Only Chinese customers make comments about
whether the product is genuine or not, and only Chinese customers make comments on manufactory
location. We believe it is because of the Chinese market environment is not as mature as American.
Counterfeit digital products are in some kind of degree indeed available in Chinese market.

(4) Motivation to give feedback

We have chosen top 20 most useful reviews in both Chinese and English for each product. However, it
seems that Americans are more willing to provide their feedback, and the length of American reviews is
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much longer than Chinese reviews. It is not clear why Americans are more motivated to provide more
feedback. It could be related to the operation strategy of those two localized web sites.

Quantitative Analysis Results

We also qualified the reviews of three products with the same nodes. The data have been analyzed in the
following ways.

(5) Number of review sentences
We have compared means of review sentence numbers, which is presented in figure 1. T-test results are
shown in table 3. As the result shows, English reviews are significantly longer than Chinese reviews for

three products, and all the reviews in total.

Figure 1: Means of review sentence numbers
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Table 3: T-test of means of review sentence numbers

t P
total -6.576 <0.001
Toshiba hard drive -6.426 <0.001
Nokia 5530 -2 4R7 <001
Sony DCS-350 -4.122 <0.001

Those results support hypothesis two — H2: Americans tend to express more of their own opinions about products than Chinese.

(6) Opinion numbers
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Figure 2: Opinion numbers of Chinese and English reviews
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We also compared opinion numbers, which are presented in figure 2. As the result shows, English
reviews have more opinions for three products, and all the reviews in total. This also support hypothesis
two particularly — H2: Americans tend to express more of their own opinions about products than
Chinese.

(7) Customer concerned aspects

Chi-Square tests have been conducted to see whether American customers and Chinese customers focus
on the same aspects of products.

1. Product: Toshiba hard drive

Table 4: Frequencies and percentages of concerned aspects (Toshiba hard drive)

Overall Featu Recommendation to Accessory Genui Location of Total review
t Price res Consumers Promotion ne Manufactory Others number
Chine 6(9% 35(50
se 20(29%) ) %) 3(4%) 1(1%) 4(6%) 1(1%) 0(%) 70
Engli 114 96(39 76(31
sh 56(23%) %) %) 8(3%) 0(0%) 0(0%) 0(0%) %) 247

Table 5: Chi-Square test result(Toshiba hard drive)

Value df  Asymp. Sig. (2-sided)
Pearson Chi-Square 47.035a 7 .000
Likelihood Ratio 60.076 7 .000
N of Valid Cases 317

The frequencies and percentages of customer concerned aspects in table 4 and Chi-Square test result in
table 5 indicate Chinese and American customers’ focused aspects are significantly different. Besides the
total number of opinions for English reviews is much larger than that of Chinese reviews.
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2. Product: Nokia 5530

Similar to the results for the product of Toshiba hard drive, the frequencies and percentages of customer
concerned aspects in table 6 for Nokia 5530 and Chi-Square test result presented in table 7 indicate
Chinese and American customers’ focused aspects are also significantly different. American customers’
reviews are mainly focus on features of products. However, Chinese customers pay much attention on

other aspects rather than the products themselves.

Table 6: Frequencies and percentages of concerned aspects (Nokia 5530)

Overall Recommendation  Accessory Location of
t  Price Features to Consumers Promotion G Manufactory  Others Total review number
Chinese  7(5%) 8(6%) 52(40%) 0(0%) 1(1%) 1(1%) 1(1%) 61(47%) 131
English  23(9%) 11(4%) 202(78%) 6(2%) 0(0%) 0(0%) 0(0%) 18(7%) 260
Table 7: Chi-Square test result (Nokia 5530)
Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 98.114° .000

Likelihood Ratio 97.924 .000

N of Valid Cases 391

3. Product: Sony DCS-350
We did the same research for the third product of Sony DCS-350. Again, the frequencies and percentages
showed in table 8 and Chi-Square test result in table 9 indicate Chinese and American customers’ focused

aspects are significantly.

Table 8: Frequencies and percentages of concerned aspects (Sony DCS-350)

Total

Overall Recommendation  Accessory Location of review
comment _ Price Features to Consumers Promotion  Genuine  Manufactory  Others number
Chines 11(18%
e 1525%) | ) 11(18%) 12%) 14(23%) 3(5%) 1(2%) 5(8%) 61
English  24(11%) | 13(6%)  141(67%) 3(1%) 0(0%) 100.5%)  0(0%) 28(13%) 210
Table 9. Chi-Square test result(Sony DCS-350)
Value df Asymp. Sig. (2-sided)
Pearson Chi-Square 92.497° 7 .000
Likelihood Ratio 87.938 7 .000
N of Valid Cases 271
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4. For all three products

Finally, we did the research for all these products and would like to get the results in general. Just like the
previous 3 experiments, the frequencies and percentages of customer concerned aspects in table 10 and
Chi-Square test result in table 11 indicate Chinese and American customers’ focused aspects are
significantly different.

Table 10: Frequencies and percentages of concerned aspects of three products

Overall Recommendati Accessor

Feature Genuin  Location of gy, Total
commen  ppice s on to 'y e Manufactor s review

Chines 25(10%

e 42(16%) ) 98(37%) 4(2%) 16(6%) 8(3%) 8(3%) 3(1%) 262
Englis | 103(14 439(61
h %) 35(5%) %) 17(2%) 0(0%) 1(0.5%)  0(0%) 0(0%) 717

Table 11: Chi-Square test result of three products
Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 104.049° 7 .000

Likelihood Ratio 100.586 7 .000

N of Valid Cases 979

Figure 3 below compares the percentages of Chinese and English reviews focused aspects. And we can
get the conclusion that more than 60% of American customers’ reviews are about features; on the other
hand, less than 40% of Chinese customers’ opinions are about features.

Figure 3: Comparison Of Percentages Of Chinese And English Focused Aspects

70% -
60% -
50% -
ggz’ i m Chinese
0 .
20% I English
10% J
0% - i S ; . - - .
& & @ e e @ N e
¢ & ¢ & & & ¢ @
& Q,’b > 0((\ O@ \‘)\(b O
\\()o Q Q}\b Q\ 'DQ
Q}(b ((\6\ OQ\ s\é
O\\ Q()o OQ;(O(O .o(\o
Q™
<& Y oc;o‘
v

From figure 3, it also validates our hypothesis one that is about customers’ focused aspects:
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HI1: American customers comment on products focused more on products’ specific traits than Chinese
customers.

CONCLUSIONS AND FUTURE RESEARCH

In our research, 120 pieces of customer online reviews of three electronic products from Amazon.com
(US-based) and Amazon.cn (China-based) have been carefully collected, coded, and analyzed through
qualitative and quantitative study approaches. We initially propose 3 hypotheses at the beginning part
based on related studies in this area. After studying customer’s persuading behaviors in online reviewing,
our research results finally well support these hypotheses:

“H1: American customers comment on products focused more on products’ specific traits than Chinese
customers”, “H2: Americans tend to express more of their own opinions about products than Chinese”
and “H3: American and Chinese customers using different persuading styles in their reviews”.

To conclude our study results, we list them as follows:

(1) Chinese reviews focus more on negative aspects than American reviews, which may reveal different
styles in two cultures of giving feedback.

(2) American customers give more recommendations to others than Chinese people, which also indicate
that people have different persuading styles in two cultures.

(3) Chinese and American customers focus on different aspects of products. The results can be used to
improve customer service, product marketing and promotion in the future.

(4) American customers write more number of sentences in their feedbacks, and they express more
opinions than Chinese customers. It indicates that American customers are more willing to provide
feedbacks than Chinese customers.

There are some limitations we will discuss below and some future research to be explored. First, we used
sentence number to indicate the willingness of customers to provide feedbacks online. However, there
may have some problems with this method. The expression power of Chinese and English is different, for
example, one Chinese sentence can be translated into several English sentences. Besides, there might be
some other factors rather than willingness that have impact on sentence numbers, such as the
encouragement of the web sites. Even though, we still believe the results are significantly differences
between the sentence numbers in two languages. Besides, we have only focused on whether customers
concern certain aspects, and we have neglected the sentiment trends of Chinese and English reviews.
Opinion analysis, such sentiment analysis, may be used here to help us. For example, when we study
customers’ reviews and we have found that Chinese customers tend to provide more negative feedback
than American customers. However, further research need to be studied in order to support our
hypothesis. Also, we did not take the differences between two languages into consideration, such as
sentence structure, syntax, etc., which are also our future research topics.
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CASE STUDY ON SUCCESSIVE PLANNING

Peter Harris, New York Institute of Technology
Katherine Kinkela, New York Institute of Technology
Steven Shapiro, New York Institute of Technology

We prepare, a case study on a real life situation on successive planning involving two shareholders of a
privately held business. The issues explored are as follows:

1- reasons for successive planning

2- Failures resulting by not having a successive plan in place

3- Types of Successive plans(The 2 types of Buy-Sell agreements)

4- Taxation aspect of each plan

5- Other advantages and disadvantages of each plan

6- Valuation methods to value business and the need to revalue

7- Discount for marketability and Liquidity

8- Funding the plan

9- Types of insurance used to fund a successive plan

10- How to pay the premiums to maximize Estate and Income Tax aspects

11- Accumulated Earning Tax Penalty(IRC 529)

12- Disability aspect in the Buy-Sale Agreement

We present the actual financial statements (change of name of course) of the company, and ask a series of
questions on the above points. Generally, there will be a recommended answer which will not be exact
due to the inexact science of valuation and more than one recommended solution may be viable,
depending on assumptions and needs of the company and/or owners. In this case however, there will be
one recommended solution as the owners are the same age, the company has much money to fund the
plan and the owners agree on the method which will yield the most beneficial tax benefit from both: estate
and income tax purposes.
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ORGANIZATIONAL LEARNING AS COMPETITIVE
ADVANTAGE

Diego Fernando Santisteban Rojas, Unidades Tecnologicas de Santander (UTS)
Jorge del Rio Cortina, Universidad Tecnoldgica de Bolivar (UTB)

ABSTRACT

This paper addresses the different theoretical framework for organizational learning from two aspects,
the individual to the organization and from the perspective of the organization to the individual. The most
significant finding is intended to highlight the guidelines for each of the authors concentrated per cluster,
and note, that different authors present guidelines for processes, individual skills, changes in the
environment, teamwork and competitiveness. The insight gained, considers that organizational learning
is a process, not routine. It allows you to create, acquire and transfer knowledge. This will always be
limited to the internal capabilities developed during the course of the timeline, identifying skills and
competencies generated in accordance with the requirements presented by the different environments.
Organizational learning is associated with both the change in organizational behavior and creation of a
knowledge base to support it. The information was derived from books, magazines and important links on
the web, which analyzed and identified concepts, dimensions and levels of organizational learning. This
exploratory study allowed for an adequate approach to the issue under study.

KEYWORDS: organizational learning, organizational processes, models of competitiveness, smart
organizations.
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OPTIMALIZATION OF LIQUIDITY STRATEGY:
POLISH NONPROFIT ORGANIZATIONS CASE

Grzegorz Michalski, Wroclaw University of Economics

ABSTRACT

In dependence of kind of realized mission, sensitivity on risk, which is a result of decision about liquid assets
investment level and liquid assets financing. The kind of organization influence the best strategy choice. The
organization choosing between various solutions in liquid assets needs to decide what level of risk is acceptable for
her owners and capital suppliers. That choice results with financing consequences, especially in cost level. It is a
basis for considerations about relations between risk and expected benefits from the liquid assets decision and its
results on financing costs for both nonprofit or for profit organizations. The paper shows how in author opinion
decisions about liquid assets management strategy and choice between kind of taxed or non-taxed form inflow the
risk of the organizations and its economical results during realization of main mission. Comparing the theoretical
model with empirical data for 1000+ Polish nonprofit organization results, suggest that nonprofit organization
managing teams choose higher risky aggressive liquid assets solutions than for-profit organizations.

JEL: G31, L31, M21
KEYWORDS: liquidity value, short-run financial management, financial liquidity, liquid assets, working capital
INTRODUCTION

As is widely believed, the advantage of commercially driven businesses is more effective management than in
government controlled organizations (Nowicki, 2004, p. 29). In that paper we study the nonprofit organization liquid
assets management. That group of organizations face specific incumbent needs, which are the result of higher
unemployment and other similar factors (Zietlow, 2010, p. 238-248). The main financial aim of the nonprofit
organization (NPO) is not the maximization of organization value but the best realization of the mission of that
organization (Zietlow, 2007, p. 6-7). But for assessment of financial decision NPO, should be used analogous rules
like for for-profit organizations (Brigham 2006, p. 524-536). One of that rules is fact, that the higher risk is linked
with the higher cost of capital rate which should be used to evaluate the future results of decisions made by
nonprofit organizations. That is also positively linked with the level of efficiency and effectiveness in realization of
the NPO mission. Cost of financing net liquid assets (working capital) depends on the risk included to the
organization strategy of financing and/or investment in liquid assets.

Managing team of non-profit organizations has a lot of important reasons for which their organization should
possess some money resources reserves even if current interest rate is positive (Michalski 2010, Kim 1998). The
reasons may be classified into three main groups: the necessity of current expenses financing (transactional reason),
fear of future cash flows uncertainty (precautional reason), future interest rate level uncertainty (speculative reason).
Liquid assets, especially cash, understood as money resources in organization safe are not a source of any or small
interests. Maintaining liquidity reserve in the non-profit organization is a result of belief that the value of lost
income on account of interest will be recompensed by the benefits for incumbents of non-profit organization (Kim
1998, Lee 1990). The hypothetical benefits are from higher profitability that organization mission will be completed,
thanks adequate liquidity level. There is a point corresponding with the optimal (critical) liquidity level, up to which
the amount of liquid assesses in the non-profit organization may be increased at a profit (Washam 1989, p.28;
Henderson 1989, Lee 1990).

Financing of the liquid assets has its cost depending on risk linked with liquid assets strategies used by the financed
organization. If we have higher risk, we will have higher cost of financing (cost of capital) and as result other
Organization efficiency growth. There are no free lunches. Cost of financing of liquid assets depends on kind of
financing, next on level of liquid assets in relation to sales and last but not least risk exposition.
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According to kind of financing we have three strategies: an aggressive strategy with the most risky but the cheapest,
mainly short-term financing, a compromise strategy with compromise between risk and costs of financing or a
conservative strategy with the most expensive long-term financing and with the smallest level of risk. Choosing
between various levels of liquid assets in relation to sales, we use one from three strategies: a restrictive strategy
when management use the most risky but the cheapest, the smallest as possible, level of liquid assets, a moderate
strategy when management moderate between risk and costs of holding liquid assets, or a flexible strategy when
management use the most expensive and rather high levels of liquid assets wanting to hedge the organization before
risk of shortage of liquid assets (Michalski 2010).

Risk exposition depends on position of the organization in its business branch. If the risk exposition should be
higher, then more smart is to choose more flexible and more conservative solutions to have better results. It works in
opposite direction also, the safe organization with near to monopoly positions can use more restrictive and more
aggressive strategies to have better results.

STRATEGIES IN LIQUID ASSETS INVESTMENT AND LIQUID ASSETS FINANCING

Current assets investment strategies are the set of criteria and specific code of conduct revolved around attaining
multiplication of efficiency of using donors money for realization of the mission. Organization managing team
implement such strategies into practice while making the crucial decisions concerning obtaining sources for
financing current and future needs and defining ways and directions of utilization of these sources, taking into
consideration at the same time: opportunities, limitations and business environment that are known to the board
today. It is possible to apply one of the three liquid assets financing strategies (or their variations): aggressive,
compromise or conservative. Aggressive strategy consists in the significant part of the organization fixed demand
and the whole organization variable demand on liquidity-linked financing sources coming from short term financing.
The Compromise version of liquid assets financing strategy aims at adjusting the needed financing period to the
duration of period for which the organization needs these assets. As a result, the fixed share of current assets
financing is based on long term capital. However, the variable share is financed by short term capital. The
conservative liquid assets financing strategy leads to the situation where both the fixed and the variable level of
current assets is maintained on the basis of long term financing.

Liquid assets financing strategy to risk relation. There is a relationship between the three above mentioned
approaches based on the relation between expected benefit and risk. In case of capital providers for organizations
that have introduced this specific strategy it is usually linked with diversified claims to the rate of return from the
amount of capital invested in the organization. The connection of these claims with the chosen way of financing may
be insignificant. Nevertheless, it also might be important to such a considerable degree that it will have an effect on
the choice of strategy.

Example. XYZ organization managing team is pondering over the choice of current assets financing strategy. Need
to be chosen the best strategy provided by the aim which is to minimize cost of financing liquid assets and maximize
organization efficiency. Fund capital/engaged capital ratio is 40% {E/(E+D) = 40%}. Anticipated annual sales
revenues (CR) are 2000. Forecasted earnings before interest and taxes (EBIT) for XYZ will amount to about 50% of
sales revenues (CR). Fixed assets (FA) will be going for around 1400, current assets (CA) will be constituting
almost 30% of forecasted sales revenues (CR), property renewing will be close to its use (NCE = CAPEX), and
changes in relations of net liquid assets constituents will be close to zero and might be omitted (ANWC = 0). The
organization may implement one of the three liquid assets financing strategies: the conservative one with such a
relation of long run debt to short run debt that (Dy/D; = 0,1), Compromise one (Dy/(D;) = 1) or the aggressive one
(Dy/(Dy) = 2). Accounts payable will be equal to 50% of current assets.

It is necessary to consider the influence of each strategy on the cost of organization financing capital rate and on
organization efficiency. In the first variant, one must assume that capital providers seriously consider while defining
their claims to rates of return the liquid assets financing strategy chosen by the organization they tied in.

Let us also assume that the correction factor CZ depends on Dy/D, relation.
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CZ1 variant. We assume here that capital providers take into consideration the organization liquid assets financing
strategy while defining their claims as regards the rates of return. Of course, aggressive strategy is perceived as more
risky and therefore depending on investors risk exposition level, they tend to ascribe to the financed organization
applying aggressive strategy an additional expected risk premium. To put it simply, let us assume that ascribing the
additional risk premium for applied liquid assets financing strategy is reflected in the value of B coefficient. For each
strategy, the P coefficient will be corrected by the corrective coefficient CZ corresponding to that specific strategy in
relation to the situation Dy¢D; = 0. XYZ risk premium will amount to 9%x(1+CZ) in relation of fund capital to
foreign long term capital and 12%x(1+CZ) in relation of fund capital to short term debt level. Risk free rate is 4%,
rate of return on market portfolio is 18%.

If our organization is a representative of A sector for which the non-leveraged risk coefficient §, = 0.77. On the
basis of so called Hamada relation (Hamada 1972), we can estimate the fund capital cost rate that is financing that
organization in case of each of the three strategies in the first variant.

B =B, x[l+(l—T)x%]:0.77><(1+0.81x0.66):1.19 M

where: T — effective tax rate, here the assumption is taken that the NPO uses the tax-exempt debt and as a result
there have about the same effective cost of debt as for profit organizations (Brigam 2000, 30-5,7,20), D —
organization financing capital coming from creditors (Ds+D)), E — organization financing capital coming from
owners, B — risk coefficient, B, — risk coefficient linked with assets maintained by the organization (for an
organization that has not applied the system of financing by creditors capital), B; — risk coefficient for an
organization that applying the system of financing by creditors capital (both the financial and operational risks are
included).

For aggressive strategy (CZ = 0.2):

B. =P, x(l+(1—T)x%jx(H—CZ)=0.77><(1+0.81><0.66)><1.2=1.43 @

where: CZ — risk premium correction factor dependent on the net liquid assets financing strategy
For compromise strategy (CZ = 0.1):

3)
B, =B, x[l+(1—T)x%)x(l+CZ)=0.77><(1+0.81><0.66)><1.1 =131
For conservative strategy (CZ = 0.01):

“4)
B.. =P, x(1+(1—T)><gjx(l+CZ)=0.77><(1+0.81><0.66)><1.01 =12
Thanks to that information, we can calculate cost of fund capital rates for every variant.

(%)
k. = fx(ky —ke)+ Ky =1.43x14% + 4% = 24% k.., = Bx(ky —kp)+ e =1.31x14% + 4% = 22.3%

k., =Bx(ky —kpe)+ke =12x14%+4% =20.8%

where: k — rate of return expected by capital donors and at the same time (from organization’s perspective) —
organization cost of financing capital rate, k. — for capital coming from owners (cost of fund capital rate), ky; — for
average rate of return on typical investment on the market, kg — for risk free rate of return whose approximation is
an average profitability of Treasury bills in the country where the investment is made.

Hence, since the risk premium for XYZ accounts for 9%x(1+CZ) in relation of fund capital to foreign long term
capital, we can get long term debt cost rates:

(6)
kd/,,m =24%-9%x1.2=13.2%; kd,w,, =223%—-9%x1.1=12.4%> kd,m =20.8%-9%x1.01=11.7%
where: kg — for long term debt rate, i.e. capital coming from long term creditors,
And consequently for short term:

(7
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ky  =24%-12%x12=9.6%: k, =223%-12%x1.1=9.1%; k, =20.8%-12%x1.01=8.7%

where: kg — for short term debt, i.e. capital coming from short term creditors,

However, for each strategy, this cost rate will be on another level. Cost of capital and changes in organization
efficiency (or economic efficiency nonprofit organization) depending on the choice of strategy, give us results for
cost of capital financing organization (CC): 14.8% for aggressive, 14.2% for compromise and 13.9% for
conservative strategies. In result of such costs of capital levels, organization efficiency growth (AV) is 5057 for
aggressive, 5342 for compromise and 5494 for conservative strategies. Cost of organization financing capital rates
are different for different approaches to liquid assets financing. The lowest cost of capital rate is observed in
conservative strategy and the conservative strategy gives in CZ1 case the most effective organization efficiency
growth.

In the CZ2 variant, we will also assume that capital providers while defining their claims to rates of return take into
consideration the organization liquid assets financing strategy to a lesser extent. Obviously, the aggressive strategy
is perceived as more risky and therefore, depending on their risk exposition, they tend to ascribe an additional risk
premium for an organization that implemented this type of strategy. For conservative strategy, XYZ risk premium is
equal to 9%x%(1+CZ) in relation of fund capital to long term debt and 12%x(1+CZ) in relation of fund capital to
short term debt. Risk free rate of return is 4%, rate of return on market portfolio is 18%.

Our NPO is a representative of a sector for which non-leveraged risk coefficient B, = 0.77. On the basis of Hamada
relation, we may estimate the cost rate of fund capital financing this organization in case of each of the three
strategies.

We are given all necessary information to assess cost of organization financing capital rate for the organization
applying the given type of liquid assets financing strategy. For each strategy the organization efficiency growth will
be on another level. Cost of capital and changes in organization efficiency (or economic efficiency nonprofit
organization) depending on the choice of strategy, give us results for cost of capital financing organization (CC):
13.15% for aggressive, 13.3% for compromise and 13.81% for conservative strategies. In result of such costs of
capital levels, organization efficiency growth (AV) is 5905 for aggressive, 5819 for compromise and 5541 for
conservative strategies. Taking into consideration the risk premium resulting from implementation of a certain liquid
assets financing strategy has an additional impact on the organization financing capital. Organization financing
capital cost rates are different for different approaches to liquid assets financing. In this variant, the lowest level is
observed in aggressive strategy. As a consequence, the highest organization efficiency growth is characteristic for

aggressive type of strategy.

In the third CZ3 variant, we also assume that capital providers to a lesser extent consider while defining their claims
to rates of return the liquid assets financing strategy chosen by the organization they invested in.

For conservative strategy, XYZ risk premium amounts to 9%x(1+CZ) in relation of fund capital to long term debt
level and 12%x(1+CZ) in relation of fund capital to short term debt. Risk free rate is 4%, rate of return on market
portfolio is 18%. Our NPO is a representative of sector W for which non-leveraged risk coefficient , = 0.77. On the
basis of Hamada relation we may estimate organization financing fund capital cost rate in case of each of the three
strategies. We have all necessary information to assess the organization financing capital cost for the organization
applying the given type of liquid assets financing strategy. Cost of capital and changes in organization efficiency (or
economic efficiency nonprofit organization) depending on the choice of strategy, give us results for cost of capital
financing organization (CC): 13.7% for aggressive, 13.6% for compromise and 13.8% for conservative strategies. In
result of such costs of capital levels, organization efficiency growth (AV) is 5591 for aggressive, 5653 for
compromise and 5546 for conservative strategies. Here the best is compromise strategy.

EMPIRICAL DATA

Data collected about Polish NPO show their liquidity strategies for 2009 and 2010 years. If we compare it with for
profit Polish organizations results, we can see that the average length of operating cycle and net operating cycle
(cash cycle) is shorter than for average for profit organizations. Observation of NPO data can inform us about
interesting customs of NPO managing teams. Generally, basing on the data collected from Opolskie area in Poland,
for 2009 and 2010 years, also average operating cycle for such group of organizations vary differ, in 2009 was short
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(about 5,89 days for 2009 data, with standard deviation = SD = 22,69 days) and in 2010 was shorter (about 3,59
days for 2010 data, with SD = 9,35 days). The data delivered from 80 selected nonprofits in Opolskie (Bopp 2011)
suggests also that is no hard link between operating cycle and ROA and ROE results. Operating cycle policy must
be first of all a slave of the best realization of the mission nonprofit organization. The economic results are
important, but the second or even third in the queue of the aims.

According to data received from 1000+ Polish NPOs, the average NPO investment in liquid assets is more
aggressive than in for profit organizations. Average Polish NPO accounts receivable period for 2009-2010 data is
about 23 days (5.8 days using winsorized mean and 5.8 days using truncated mean). Average Polish for profit
accounts receivable period for 2009-2010 data is about 46 days (Dudycz 2011). Average Polish NPO inventory
period for 2009-2010 data is about 4.7 days. Average Polish for profit inventory period for 2009-2010 data is about
39 days. The observation delivered from data of over 1000 selected nonprofits in Poland (Bopp 2011), suggests that
here, in Polish NPO case we have situation typical for small risk sensitivity. Is it small risk exposition or rather
smaller aversion of managing teams? Unfortunately, author believe that rather the second. That point will be the
subject of next findings.

CONCLUSIONS

As was shown in our findings, depending on kind of realized mission, sensitivity on risk, NPOs should chose liquid
assets investment level and resulting from that liquid assets financing. The kind of organization influence the best
strategy choice. If an exposition on risk is greater, the higher level of inventories, accounts receivable and operating
cash should be. If the exposition on that risk is smaller, the more aggressive will be the net liquid assets strategy and
smaller level of inventories. The organization choosing between various solutions in liquid assets needs to decide
what level of risk is acceptable for her owners and capital suppliers. That choice results with financing
consequences, especially in cost level. It is a basis for considerations about relations between risk and expected
benefits from the liquid assets decision and its results on financing costs for both nonprofit or for profit
organizations. Decisions about liquid assets management strategy and choice between kind of taxed or non-taxed
form inflow the risk of the organizations and its economical results during realization of main mission. Comparing
the theoretical model with empirical data for 1000+ Polish nonprofit organization results, suggest that nonprofit
organization managing teams choose higher risky aggressive liquid assets solutions than for-profit organizations.
That observation suggest us that here, in Polish NPO case we have figure 6 situation with smallest risk exposition
solution in managing team mind. But in fact probably there is not a smaller risk exposition but rather smaller
aversion of managing teams.
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THE UNCERTAIN FUTURE OF LIFO

Peter Harris, New York Institute of Technology
Katherine Kinkela, New York Institute of Technology

ABSTRACT

The Last in First out Inventory Method, (LIFO) is under intense scrutiny from many various groups,
which may result in its complete elimination in the near future. There are pressures from the SEC to
standardize financial reporting standards in light of the ongoing worldwide financial and economic
unrest, in conjunction with the International Accounting Standards Board (IASB), coupled with the
political pressures imposed by the U.S. Obama Administration to raise additional tax revenues; both of
whom strongly oppose LIFO, resulting in its possible elimination by as early as December 31, 2014. A
critical review of LIFO is examined, and its shortcomings addressed, which include: The “tax
loophole” aspects of LIFO, leading to faulty asset management decision making processes,Balance Sheet
and Income Statement limitations and the imposition of political pressures. Assuming a complete repeal
of LIFO , recommends a host of tax and managerial opportunities available to the taxpayer to help ease
in this transition.
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FOREIGN DIRECT INVESTMENT IN AFRICA:
SECURING CHINESE’S INVESTMENT FOR A LASTING
DEVELOPMENT IN AFRICA

Paulin Houanye, University of International Business and Economics
Sibao Shen, University of International Business and Economics

ABSTRACT

At the end of the 20™ century, when the investors were actively seeking for a favorable and secure place
of their capital investment, the African continent has almost never appeared on their schedule. The most
recent uncertainty experienced by financial markets as well as capital markets around the world and the
increased demand of natural resources forced investors to focus on Africa. The most important investors
turned permanently to the mainland unusually shortlisted. This situation, for over a decade, has put the
whole of Africa, the developing countries as well as the industrialized ones, in an embarrassing position
with a little high rate of foreign investment in the world. Regarding China's presence in Africa, it is not
easier to discuss about African development without referring to the currently Chinese investment in
Africa. In these past twenty years, its interest in Afiica is growing significantly and arouses intense
debates within the international community because it has a noble ambition to establish long term
relationship with its African partners. This new state of affairs will inevitably generate a legal
protection’s problem of the interests of each part. This article has examined the impact of the Chinese’s
investment in African countries development regarding the foreign direct investment, how Chinese
investors face challenges in Africa and what legal protection the host country provides to the investors to
secure their profit and at the same time protect their own interest.

JEL: K33

KEYWORDS: Foreign direct investment, foreign protection of international investment, developing
countries and regional integration.

INTRODUCTION

Historical evidence shows that the African continent has never appeared on the program of foreign
investors, when they were actively seeking a favorable and secure place of their capital investment. The
fundamental reason was the legal and judicial insecurity that prevailed in Africa after the 1960’s. But, the
most recent uncertainty experienced by financial markets as well as capital markets around the world and
the increased demand of natural resources forced investors to focus on Africa. The most important
investors turned permanently to the mainland unusual shortlisted. This situation, for over a decade, has
put the whole of Africa, the developing countries as well as the industrialized ones, in an embarrassing
position with a little high rate of foreign investment in the world. As it relates to China's presence in
Africa, it is not easier to discuss about African development without referring to the currently Chinese
investment in Africa. China has become the leading country on foreign direct investment in Africa. For
the last two decades, its interest in Africa is growing significantly and arouses intense debates within the
international community because its foreign direct investment has increased exponentially and also for its
noble ambition to establish long term relationship with its African partners. But China is not a new player
in Africa, since it has invested in few African countries before such as Sudan. But during that time, the
investment was very low and it is not worrying about protection. This new state of affairs will inevitably
generate a legal protection problem of the interests of each part because the foreign investment is
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subjected to the law and administrative control of the host country and it therefore means that the
guarantees afforded to the foreign investors must not jeopardize the States’ right to legitimate regulation.
The purpose of this paper is to examine and explore the increasingly important economic impact of the
Chinese’s Foreign Direct Investment (FDI) in West African countries development as it relates to the
foreign direct investment, how Chinese investors face challenges in Africa and what legal protection the
host country can provide to its foreign investors to secure their profit and at the same time protect its own
interest.

China’s economic growth is leading China to increase its investment activities in Africa and makes it all
the more relevant to African countries. It has become a “new” lender for African countries. This position
is not determinate by the duration of its presence on the continent, but the exploding increase in amounts
lent to African countries and by its importance as a lender outside the existing hegemony of development
actors as Western donors. Then, there are needs to protect its investments to allow continuity for foreign
direct investment.

This paper will review the evolution of Chinese Foreign Direct Investment in Africa by identifying the
model of Chinese partnership with Africa, the prospects for China’s role in developing Africa’s
infrastructure within the context of China’s new trend investment engagement in Africa before analyzing
the various obstacles and challenges faced by Chinese investors and finally the setup of laws and
regulation of the investment policy in the regional integration organization to improve, increase and
protect foreign investment as well as Chinese investment in the region.

THE TRENDS OF CHINESE FOREIGN DIRECT INVESTMENT IN AFRICA

The last two decades, China has been rapidly becoming an important source of outward foreign direct
investment and the recent profound increase has made an important change in Chinese foreign investment
policy as well as in the world economy and geopolitical competition. Historically, China has had a long
economic and political relationship with African countries which as far back as 500 years old. The
landmark Bonding Asia-Africa conference in 1955 is seen as the foundation stone of Sino-African
modern relationship. Despite some important economic projects, the relationship orientation between
1955 and the mid 1990's was mainly political. But the important period of their relations started when
Chinese Government policy was initially the main determinant of outward foreign direct investment.
Since 1990, the forces unleashed by the China Open Door Policy of 1979 created a significant momentum
in China’s interest in the mainland continent. Presently, the primary focus is economic growth. Most
Chinese companies have been moved into African countries in the last 5 years. In the context of China’s
growing role as an investor in Africa, concerns over China’s investment behavior are being raised and
Chinese enterprises are under increasing pressure to be more responsible global players and such efforts
have been encouraged by the Government. Our purpose is to establish the Chinese “model” is a harbinger
of a new international economic regime or a continuation of old ideas with a more modern dimension.

China’s presence in Africa: a new economic partner for Africa development

Africa is the world's second-largest and second-most populated continent after Asia. It comprises of 54
independent countries with many cultures, heterogeneous customs and languages; but it is also known to
be the world’s poorest inhabited continent despite its natural resources. China’s interest in trade and
investment with African-home to over 1 billion of the globe’s poorest people and the world’s most
formidable development challenge presents a significant opportunity for growth and integration of the
Sub-Saharan continent into the global economy. China is not a new player in African continent and its
economic and political presence, also its impact has grown exponentially in the last few years. This
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argues African countries to face a lot of new challenges for the China’s role on the continent. Like other
parts of the world, Africa is really affected by the phenomenal growth of the Chinese economy. In the
view of China aid strategy in Africa, the main motive for its partnership with African countries is to gain
access to the abundant raw materials of Africa. This is the political foundation principle, which governs
its establishment and development relations with African countries and regional organization. China’s
contemporary policy for Africa is to focus on few factors that are important, such as its need for energy
security driven by its domestic development strategy; new market and investment opportunity to establish
export markets for its light manufacturing, services, agro-processing, apparel and communication
offerings; diplomatic and development support for its “The one-china” principle; and forging partnership
strategic. In its main co-operation driver’s way, “China will continue to strengthen solidarity and
cooperation with African countries in the international arena, conduct regular exchange of views, co-
ordinate positions on major international and regional issues and stand for mutual support on major issues
concerning state sovereignty, territorial integrity....”

China is the world’s second important consumer of oil and energy, with its limited national resources, its
dynamic economic growth fuels an ever-increasing need for energy and strategic minerals. Africa is the
best place to get these resources. China is attracted to Africa’s relatively underexploited petroleum and
other natural resources since 1993 when it changed its policy from a net exporter to a net importer of oil.
Sudan is the first African country that receives firstly Chinese investment for the oil in 1994. Ten years
later, China was consuming 5.46 million barrels a day (bbl/d), outstripping Japan’s 5.43m bbl/d but still
some distance from the United States’s 19.7m bbl/d. On investigation reports show that Chinese interest
in Africa is for the foray into the continent’s energy business.

Another important reason of Chinese presence in Africa is economic interest, which aims to establish a
new market and investment opportunities. Despite the small consumers market for African goods, the
Africa trade relationship with China has had a significant impact on African economic growth and
development.

China has been able to find a market for low-value consumer goods brought in by Chinese-dominated
import companies and sold through a growing informal network of trading posts across urban and rural
Africa. “Chinese products are well suited to the African market. At the time, China is in a position to
manufacture basic products at very low prices and of satisfactory quality.” The Chinese private
companies are actively investing in Africa with flexible and diversified means to invest. The number of
private enterprises investing in Africa accounts for more than 70 percent of the total number of foreign
enterprises investing in Africa. In the last decade, there are officially 820 Chinese enterprises being
established in Africa and the trade volume between Africa and China is more than 29 billion Euros.
China is now the second commercial partner of Africa since 2005. Its growing population and energy
demand is pushing it to forge joint-partnerships with several African states rich in natural resources where
China invests capital and develops the country’s infrastructure in exchange for employment and favorable
terms for extracting raw materials to China. Agricultural investment in Africa has been encouraged by
the government. Chinese investors have also established, in the textile and agro-industries, joint ventures
whose aim is to export goods to the West at concessional rates by using the special provisions of the
United States’ African Growth and Opportunity Act (AGOA) and the European Union’s Continuo
Agreement.

During the radical revolution movement period which saw China’s youths lose a generation education for
ten years, a slow economic production and trade, and virtually severed China's relations with the rest of
the world. As a result China’s desire to be an economic power was set back significantly. This situation
has made a critical change on the China’s foreign policies and led it to open the trade relations with the
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West. Since then, it started playing an active role in international organizations, and diplomatic relations
were established with countries willing to recognize the People’s Republic as the government of China
rather than the Nationalist government on Taiwan. On January 1%, 1979 China full diplomacy was
recognized to the detriment of Taiwan. China’s insistence on recognition of its “the One-China” policy
by African has forced it to provide deeply aid and investment to the mainland. Its economy had become
the fastest growing economy in the world, in spite of not changing its communist political stance and it
needed cheap resources that led it to Africa. Regarding how the relationship changed over time, what is
the Chinese strategy to increase its investment in Africa?

Chinese Investment Model in Africa

Many factors have made China and Africa relationship to be distinct compared with the West relationship
with Africa. China kept up an active menu of aid projects in more than forty-five African countries and
its investment assistance to Africa in the form of building infrastructure boasts a long history. The
Chinese model of investment in the continent brings in essence economic growth objectives and foreign
policy together guiding trade and invest decision in Africa along with zero or near-zero percent interest
financial and technical assistance. Chinese bid competitively for resource and construction projects using
investment and infrastructure loans. Many Africans view Chinese investment in the continent as different
from western investment. The neo-liberalism reform usually required by the World Bank under its
“conditional provision” does not conduct Chinese investment model which aid by contrast comes without
strings attached. China is having a profound impact on African economies by building a network of
trade, aid and investment and some important infrastructures with close to fifty countries. Chinese
investment in Africa is not only benefits to the Africans, but also to the Europeans and the Americans.
China investment model by financing development projects in Africa as direct investment has very little
interest for the western. In order to grow, African economies need some important infrastructures as well
as Chinese investment, which helps these African countries to build roads, railways, hospitals and
schools. In Africa, China is playing an important role by financing and providing much expertise
development needed by the continent. The main trends of Chinese investment in Africa are:

- Chinese FDI structure which is based on the noble intention to establish long term relationships with
African government is very different of Western countries model which is to involve private
investors and does not undertake a long-term presence in the continent.

- Chinese investment encourages the development of infrastructure in Africa.

- Improved infrastructure facilitates the access for the African products to regional and international
markets. African’s exports to China are increasing; while the trade between the other major
continent markets and Africa is stagnated or regressed.

- Actually African’s imports from China are more diversified than its exports. There are three main
types of products imported: machinery and transport equipment; manufactured goods and handicrafts
products for improving local consumption and then contributed to the emergence of a consumer
society in Africa.

- The creation of special economic zones exploited by the Chinese in African countries since 2006
should focus on value-added manufacturing by building the capacity of many African countries.

But Africa still has challenges in its relations with China because the Chinese’s trade does not seem to be
directed towards an African, but it is consistent with China's policy as well as to reduce the country’s
strain energy and the open markets opportunity for its light manufactured goods.
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New trend of Chinese investment in Africa

Africa provides China is a good opportunity to secure a sustainable access to raw materials, which are
necessary for its growth. Africa is now a "laboratory" for Chinese manufactured goods. The
breakthrough of the Chinese presence in Africa following four phases: firstly the oil, then minerals and
construction, and finally exports with private operators, which is not necessarily related to the state
apparatus. The fourth and last aspect constitutes the focal point of the trend of the new Chinese
investment model in Africa. Recent developments of the Chinese presence on the continent focused on
investments in the private sector and SMEs. With the Chinese government encouragement policy "Going
out", many private companies have turned to Africa in recent years. In terms of number of projects, the
vast majorities are not in natural resources areas. These investments provide favor to the business model
and distribution that promotes not only an easier access of foreign companies, but also to promote and
support the local economy development. Actually, the majority of Chinese enterprises in Africa are
private companies. There are five factors leading them to invest and operate in Africa: the first one
concerns the access to local market; the second one is the intense competition in domestic markets; the
third is the transfer abroad of excessive domestic production capability; the fourth is the entry into new
foreign markets via exports from host and the fifth one is its ambition for taking advantage of African
regional or international trade agreements.

The Chinese enterprises are feebler to the risk than their Western counterparts. They are not subject to
the same social and environmental safeguards. Most Africans are welcoming Chinese investment and
products. The history of traditional Western aid and investment in Africa is one of a nagging "I correct
you because I want what's best for you" parental-like stronghold over the continent. Tired of "the
politically motivated, finger-wagging approach of western governments," Africans have welcomed
China’s emphasis on pure business. Some of the key areas of Chinese investment, which align with
improving the efficiency of resource extraction, are telecommunications, energy and physical
infrastructure. These areas have traditionally been ignored by donors in Africa, who have instead favored
social development programs such as education and health. Chinese companies are using some countries
for its re-exports, particularly in the textile industries.

Reasons for investing in Africa

As we mentioned above, the primary evidence of the Chinese private investment in Africa resulted of the
both domestic and global factors. Since 1990, China had started an economic restructuring with
recognizing the need to upgrade its manufacturing capacity for increasing its international
competitiveness. The success of this economic restructuring policy led many new entrants into the
market. But the inability to find sufficient domestic consumption had created excess production capacity
and led many firms to look to establish operations overseas in new less challenging markets. On the order
hand because both China and Africa are developing countries, Chinese private companies feel
comfortable in investing in Africa and the commercial opportunities in Africa are so profound. Also, the
introduction by the US government in the late 1990s of preferential textile quotas for Africa encouraged
some Chinese firms to establish operations in African countries to exploit this opportunity.

INVESTMENT RISK IN AFRICA

Risk is the potential that a chosen action or activity will lead to a loss. A common definition for
investment risk is deviation from an expected outcome. The notion implies that a choice having an
influence on the outcome exists. Potential losses themselves may also be called "risks". Almost any
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human endeavor carries some risk, but some are much more risky than others. People invest money to
earn a return on their money, but often they receive less than expected—indeed, sometimes the return can
be negative, when the investor receives less than the initial investment. With some investments, the entire
investment can be lost. Investment risk is the chance that you will receive less than expected return from
an investment, and differs according the type of investment. There are many types of risk that are caused
by different factors, or which affect different investments to varying extents. Some factors affect most
investments and are called systematic risks. Other risks, such as sector risks affect only a particular sector
of the economy. Some risks are specific to a business or asset, and are called nonsystematic risks, or
diversifiable risks, because such risks can be lowered by diversified investments. In general, the more
active the investment strategy, the more an investor will need to pay for exposure to that strategy.

When investors are looking for a good profit, they also think about the potential risk associated to their
investment in the host country. It is well known that investors make decisions based on a function that
includes the rate of return and the risk of any investment choice: the higher the risk, the higher the
required rate of return. Each investment carries its own particular risk-return ratios. However, in Africa,
a number of environmental factors, external to the individual investment, tend to raise the risk, and thus,
for any given rate of return, reduce the rate of investment. The African continent is considered as a high
risk place for investment and there is a few reasons supporting this statement according to our
understanding:

Political instability

Most African region is politically unstable because of the high incidence of wars, frequent military
interventions in politics, and religious and ethnic conflicts. Except Ethiopia, Liberia and South Africa,
the other African countries came to political independence later and more rapidly than those of other
developing regions. The historical politic evolution of sub-Saharan Africa countries proved that in 1966
the average independent state in Africa had held sovereignty for 10 years less; its counterparts in the rest
of the developing world had been independent for the better part of a century. Colonial structures of
political control were both arbitrary and effective because of the boundaries cutting across historical
patterns of politics and trade raison. This has contributed greatly to the various regional conflicts on the
continent between neighboring nations, wars often tribal, ethnic, etc.

There is some evidence that the probability of war is very high in the region. Recently, Rogoff and
Reinhart (2003) had computed regional susceptibility to war indices for the period 1960-2001 when they
found that wars are more likely to occur in Africa than in other regions. Their study also pointed out that
there is a statistically significant negative correlation between FDI and conflicts in Africa.

Benno Ndulu, Lopamudra Chakraborti, Lebohang Lijane, Vijaya Ramachandran, and Jerome Wolgin
(2007) also argued that in the last two decades or so, Africa has experienced a debilitating descent of
states into persistent internal conflict that has become an all-too-familiar phenomenon across the region.
In fact, conflicts are now arguable the single most important determinant of poverty in Africa. Conflicts
affect the economy through reduced investment in both physical and human capital, as well as through the
destruction of existing assets, including institutional capacity, and these are reflected in reduced economic
growth.

The incidence and severity of conflicts in Africa have had a robust, negative effect on the growth rate of
income. The evidence showed that the countries that experienced civil wars had an average income 50
percent lower than that of countries that experienced no civil war and sometimes, the indirect cost of the
war could be very higher than the direct cost because conflicts have always caused serious reversals in
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health and other human development aspects. As we see, political stability is one of the most important
determinants of FDI in Africa.

Macroeconomic instability

Despite the fact that the macroeconomic stability has been achieved in most African countries now (low
inflation, low public deficits), the investment environment is still uncertain because of investing in Africa
is still riskier than doing so elsewhere. Instability in macroeconomic variables as evidenced by the high
incidence of currency crashes, double digit inflation, and excessive budget deficits, has also limited the
regions ability to attract foreign investment. More riskier in business, therefore more profitable. There is
no doubt that firm investments are very low in Africa, pointing to other forms of uncertainties (political,
regulatory, contractual, infrastructure). Investment and growth are higher in more stable countries in
Africa and more recently evidence based on African data suggests that countries with high inflation tend
to attract less FDL.

Lack of policy transparency

In most sub-Saharan African countries, it is not very easy to accurately identify the specific aspects of
government policy because of the political regime changes in several countries, also regional policy
changes and lack of transparency in macroeconomic policy. The consequence of the lack of transparency
in economic policy in a country is the increases in transaction costs due to strict regulation while reducing
the incentives for foreign investment. In Africa, the situation is one of concern and needs to be contained.

The Chinese lending is generally suitable for Africa and often help to financing infrastructure and other
projects which are the main needs of African countries. Unfortunately, we see that the Chinese lending is
more willing to countries that have large debts outstanding or only in the resources rich countries. This
increases the risk to debt sustainability of poor countries and lack of transparency in the process of
negotiating loans with China. The loan agreements between China and African countries are not open to
the public as well. This leaves a lot of power in the hands of a few African leaders and taints the process
of transparency “effort already sick’’. The lack of transparency makes the conditions and the assessment
of the debts very difficult. It also increases the risk that funds will not be used as intended and might be
cases of illegitimate debt in the future. The lack of a favorable investment climate also contributed to the
low FDI trend observed in the region as inhospitable regulatory environment. In the past, domestic
investment policies were not conducive to the attraction of FDI. But since 1980, extensive efforts have
been directed at generating economic recovery in West Africa. Much attention has been given to the need
to promote investment because investment is essential in all West Africa country to promote the regional
integration.

Information imperfections

If investment projects with high social returns exist in Africa, securing financing for them requires
overcoming informational frictions. We trust that investment projects with high social returns exist in
Africa and socially productive investment opportunities also exist on the continent, but it is not sufficient,
the securing financing for them requires overcoming informational frictions. It is also necessary that
potential external creditors be aware of such opportunities. Frictions are the most important variables
explaining the geographic distribution of cross-border equity flows. The information-related variables
explain a large share of the variance in the allocation of cross-border equity flows, with countries from
which information flows freely receiving larger flows than those that are relatively more opaque.
Informational frictions play also a prominent role in the literature on home bias in the allocation of

GCBF ¢ Vol. 7 « No. 1¢ 2012¢ ISSN 1941-9589 ONLINE & ISSN 1931-0285 CD | 149



Global Conference on Business and Finance Proceedings ¢ Volume 7 ¢ Number 1 2012

financial portfolios, as well as in the analysis of herding and contagion in international capital markets.
Information costs have also been cited to help explain why investors holding highly diversified
international portfolios tend to react aggressively to “news” in the form of market rumors.

At least, informational frictions may help to explain why international lending by banks tends to have a
regional bias. The information costs may represent an independent obstacle to investment in Aftica.
Informational frictions may be particularly severe in the case of Africa because of distance, isolation and
poverty. The effects of distance and isolation are self-evident.

High protectionism

The low integration of Africa into the global economy as well as the high degree of barriers to trade and
foreign investment has also been identified as a constraint to boosting Foreign Direct Investment (FDI) to
the region. The relationship between openness and FDI flows to Africa must be very positive and suitable
to the continent. There are also other factors that increase the low FDI flows to the region like the high
dependence on commodities, the intensification of competition due to globalization which has made an
already bad situation worse in Africa because globalization has led to an increase in competition for FDI
among developing countries. The Weak law enforcement stemming from corruption and the lack of a
credible mechanism for the protection of property rights are possible deterrents to FDI in the region.
Foreign investors always prefer to make investments in countries with an effective legal and judicial
system to guarantee the security of their investments. Investors can choose globally where to put their
money and countries shouldn't make it too difficult for foreign investors if they want to get a benefice
from that money. Sometimes, the African governments stifle investment by their regulatory policy
whereas companies can only invest in big projects in countries where there is certainty and security for
their profits and operations.

Table 1: African governments stifle investment

How much it costs to build a company

Some selected West African Number of Time requested % of cost’s % of the minimum capital for
countries procedures (days) income income

Benin 9 63 189.2 377.6
Burkina Faso 15 136 3252 652.2
Cote d’Ivoire 10 77 143.1 235.2
Mauritania 11 73 109.7 896.7
Niger 11 27 446.6 844
Senegal 9 58 123.6 296.1
Some selected Asian countries

Korean, Rep. 12 33 17.9 402.5
Malaysia 8 31 27.1 0
Singapour 7 8 1.2 0
Thailand 9 42 7.3 0

Source: http://rru.worldbank.org/DoingBusiness/default.asp. The table above shows the selected West Africa countries with some challenges that
foreign companies may have to face for investment or start business in these selected countries.

Africa represents incredible potential. While capital flows have occurred quite successfully elsewhere,
most notably in Asia, Africa has been left behind. Despite Africa’s enormous potential, low cost labor,
and vast natural resources, investors, quite frankly, remain reserved. They are afraid of putting their
money in a place which is often perceived as a continent affected by war, famine, AIDS, and corruption.
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Although specific financial mechanisms are necessary, they cannot address all the risks that confront
businesses in Africa. Like everyone, Chinese investors also are facing all these challenges in Africa.

Since then Sino-African trade has continued to grow at an exponential rate, with China displacing the UK
as Africa’s third largest trading partner behind the US and France. China accounts for nearly 20 per cent
of Africa’s total exports and more than half of Africa’s exports to Asia. Across the continent the Chinese
are multiplying investments in infrastructure, telecommunications and agro-businesses.

The uncertainty of the business environment in Africa and the fact that all or part of the investment costs
are "sunk", the Chinese investor may also like all traditional investors adopt an attitude of "wait and see
attitude’’.  To avoid this situation at a time when the African continent need to raise the level of
development, African countries need to innovate in the field of legislation and regulation of investment
policies in order to make the business environment conducive.

LEGAL PROTECTION OF INVESTMENT IN WEST AFRICA

The provision of a legal protection to improve Chinese investment in West Africa must be a new
challenge for this economics West Africa region (ECOWAS). China has pledged continuing
development assistance and government-backed FDI to African countries. It pledged to double its
investment in Africa by 2009 and to give Africa US$2 billion in preferential buyers' credits over the next
three years. Chinese investment in Africa has focused on two main areas: infrastructure and human
development. Chinese aid provides funding for highly visible and, to many minds, important
infrastructure projects, which Western donors have long since stopped financing.

ECOWAS Investment policy Framework

Investment policy framework is a tool, providing a checklist of issues in policy domains for consideration
by any national/regional government interested in creating an environment that is attractive to all
investors and in enhancing the development benefits of investment to society.

Considered one of the pillars of the African Economic Community, the Economic Community of West
African States (ECOWADS) is a regional integration organization which was founded in order to achieve
"collective self-sufficiency" for its member states by creating a single large trading bloc through an
economic and trading union. It also serves as a peacekeeping force in the region. The ECOWAS consists
of two institutions to implement policies, the ECOWAS Secretariat and the ECOWAS Bank for
Investment and Development, formerly known as the Fund for Cooperation until it was renamed in 2001.
The region is a vast area of 5.1 million square kilometers with an estimated population of 300 million; its
huge unharnessed water resources, arable land and large market make it an attractive place for investors.
So it is a good place for Chinese investments and it has to provide a security panel for these investments.
The Foreign Direct Investment’s issue has emerged in Africa as one of the flashpoints of the negotiations
on the Economic Partnership Agreements context with European Union.

There are a number of actions that ECOWAS countries might take at the international level to help attract
greater flows of Foreign Direct Investment. These are solely focused on getting investment to come, and
have little to do with assuring the quality of the investment, or helping ensure that it fosters sustainable
development in countries. These options involve signing some sort of international treaty committing to
certain types of treatment for investors.
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Investment policy framework gives a list of questions under each theme to encourage policy makers to
ask appropriate questions about their economy, their institutions and their policy settings and to help
governments determine whether their policies are likely to encourage or discourage investment.

In the last two decades, the Member States of the community have become more determined to address
the problem of low investment inflows into the region. The Economic Community of West African
States has become more accommodating toward foreign direct investment as evidenced inter alia by
changes in the regulatory regimes of most of the countries towards overseas investors and their
investments.

As mentioned above, foreign investment is governed primarily by national law of the host state and this
economic integration community is expected to provide a single economic space in which business and
labor operate in order to stimulate great productive efficiency, higher levels of domestic and foreign
investment, increased employment and growth of intra-regional trade and extra-regional exports.
Recently, most countries in West Africa, in appreciation of the impact of the regional investment climate
on national fortunes, have begun to adopt policies that improve their investment climate. The quality of
investment policies directly influences the decisions of domestic and foreign investors. Transparency,
property protection and non-discrimination are investment policy principles that underpin efforts to create
a sound investment environment for all.

Investment policy principles under ECOWAS

The West Africa regional Community has adopted some important elements of a more coherent and
comprehensive investment policy framework including the followings:

% Reviews of its policies and rules affecting investment and private sector development with a view
to improving the investment climate in their individual countries;

¢ Greater adherence to relevant rules and instruments on Corporate Governance;

% Reviews of costs and benefits of investment incentives and exchange views and experience on
their use and economic impact;

¢ Intensified actions to remove obstacles to business development, in particular regulations and
administrative practices that obstruct or delay investment;

¢ Greater emphasis on partnership in building human capacities and skills necessary for acquiring
and spreading the benefits of investment in the region;

¢ Efforts and initiatives to develop a framework for the competitive functioning of their markets
which would include effective competition laws and the reform of economic regulations;

¢ Initiatives to strengthen the capacities of investment promotion agencies to disseminate
information and to provide services to investors and encourage co-operation among these
agencies at regional and international levels;

¢ Programs and projects to support small and medium sized enterprises and encourage their co-
operation in regional projects; and

« Consultations between business groups, private sector associations, social partners and civil
society organizations to explore the development of investment opportunities and to provide input
to the decision making process on investment policies, laws and regulations.

The investment policy must set of laws and regulation to focus on issues as property and contractual
rights, including intellectual property rights; the equal treatment of both foreign and national firms;
removing the administrative obstacles to investment and Cost-benefit assessment of investment
incentives.
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Investment security in West Africa

For many observers, the capacity of African countries to attract foreign direct investment is principally
determined by their natural resources and the size of their local markets. The apparent lack of interest of
foreign multinationals in African countries that have attempted to implement policy reforms has
contributed to support this argument. The continent has been much less favored than Asia and Latin
America over the past decade in attracting FDI. It has been argued that the reforms in many African
countries have been incomplete and thus have not fully convinced foreign investors to develop activities
that are not dependent on natural resources and aimed at regional and global markets. It takes time for a
country to modify its image, especially when the State has a long tradition of policy intervention, and
when the reforms have been mostly symbolic with the adoption of new texts. As market size and access
to natural resources are crucial determinants in the foreign multinational decision processes, so is the
investment security important.

The successful European integration model has considerable attraction and impact as an example for
many other regional agreements like ECOWAS. EU is assisting ECOWAS in its harmonization of its
various national investment policies into a regional one. Some established arrangements in ECOWAS
region have already provided legal and regulatory framework for investments within the Community to
operate, in order to access economies of scale in preparation to compete at multilateral level. To secure
the Chinese investments in West Africa, it is now necessary to harmonize national laws of ECOWAS
member States with a regional focus which will permit to abolish the uncertain and irrelevant provisions
to promote transparency, and improve competitiveness of the regional economy.

With the putting in place of the regional investment code, locational choices of ECOWAS firms are now
wider within an integrated regional market and investments of firms originating from non-ECOWAS
member countries are now equally attracted to serve and exploit the consequent economies of scale and
scope in the community. The codification of the regional investment policies is equally expected to
mobilize investment as a driving force for economic growth and development of ECOWAS Community.

ECOWAS Investment Code seeks to provide the framework for designation of the region as a single
investment location and is expected to enhance the regional investment climate.

CONCLUSION

It was discovered that West African countries have become more accommodating towards FDI over the
last two decades, as evidenced inter alia by changes in the countries regulatory regimes. This changing
stance towards FDI has also given rise to proliferation of investment promotion agencies, special
economic zones and other targeted mechanisms by which ECOWAS countries aspire to attract foreign
investors. It seems important and crucial firstly for the West African region to protect its domestic and
foreign investments as well as Chinese.

Good laws are a very essential promotional tool and provide confidence to Investors and Government.
Good laws clarify the role and responsibilities of private investors and Government, bind them to their
respective rights and obligations, reduce the scope for discretionary decision-making, ensure transparency
in administrative processes and certainty for investors, provide a basis for dispute resolution. Investment
promotion is absolutely necessary but incentives should not distort regional competition for investors.
ECOWAS shall create regional structures for implementing Community Investment Rules in promotion
and facilitation of investments. The harmonization of the investment policies in the region into a single
code is to simplify the investment regulatory regime.

The prospects for attracting and sustaining enhanced investment can be significantly improved when
commitment to ECOWAS regional integration and the harmonization of investment policies based on a
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high level commitment to the key principles and best practices for successful investment policies prevail.
So such simplification involves not only a business process but also cultural change in how ECOWAS
nation states view those whom they regulate, and how those who are being regulated perceive the value
and effectiveness of the regulatory processes.

In conclusion, our main question here will be to know if Chinese presence in Africa provides an
advantage for the development of the regional organization or if the relationship between China and
Africa is suitable for the regional organization or for some selected countries?
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INTEREST RATE RISK: SEVERAL STATISTICAL
ANALYSES

Peter Harris, New York Institute of Technology
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ABSTRACT

We introduce a macroeconomic system which we use for interest rate determination. Then we generate
the interest rate risk premium. Considering this risk premium function, we investigate, test, and
determine the macro-variables which affect the interest rate risk premia by using a GARCH (p,q)and an
ARC?H-M model. The empirical results examine ten different interest rate risk premia and fifteen
factors. Factors with significant effects on risk premia are, the real risk-free rate of interest, the inflation
rate, the unemployment rate, the growth of GDP and industrial production, the growth of national debt
and current account deficit, the money supply growth, the yield differentials on S-T and L-T securities
and other variables.
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CASE STUDY ON INVENTORY MANAGEMENT

Leslie. Bobb, New York Institute of Technology
James Dunne, New York Institute of Technology
Peter Harris, New York Institute of Technology

ABSTRACT

We will prepare a case study of a real scenario high end restaurant (chain) which sells fish and
liquor.Actual financial statements of the company will be the basis for evaluation. The case will center
around effective inventory management for this high cost inventory-fish and wine. We will present the
pros an cons of inventory buildup from different perspectives including ;the taxation and accounting
inventory choices which will address including an analysis of the tax advantages of LIFO and LIFO
buildup(LIFO Reserve), the cost of carrying inventory ,the investment return on this investment as well as
stock out costs. Models such as the Economic Order Quantity (EOQ) and Just In Time (JIT) will be
considered in this evaluation. This case study which will be interdisciplinary in nature can be used in a
hospitality course capstone at the graduate or undergraduate level as well as a quantitative analysis ,
operations management and a taxation class.
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COMPARING FINANCIAL SYSTEMS IN A
GLOBALIZED WORLD

Denis Wendt, University of Goettingen, Germany
ABSTRACT

This study compares two basic types of financial systems in a global framework. It especially focused on
the question if countries with an important stance of the capital markets set different incentives for
international investors than a system where banks are the leading part in financing projects. It could be
assumed that in countries where the capital markets are huge and liquid the investor protection is better
too and therefore create an incentive for foreign long- and short-term investors to place a corresponding
investment. Moreover the type of the financial system should have an impact on the international trade of
goods, particularly if you treat the financial system and in connection with that the capital access as a
component of the production function of an economy. Because of an expected dissimilar access to capital
and different rates of innovation, the integration in the global trade could be different between economies
with a significance of stock and venture capital markets and those with major banking systems. The same
may be true with respect to the volatility of the business cycle, due to different degrees of specialization
and a more or less probability of banking crises. Furthermore the study analyses the globalization of
banks and shed light into that research area. Former studies show that profitable banks are doing direct
investments abroad. Structural aspects like the size of the capital market and the market concentration
could determine the profitability of banks and hence their engagement in the world. Last but not least this
research work also has a look on the deposit holding and the life insurance penetration, which should
differ in general owing to differences in asset holding and the social security net and the price of life
insurance products in particular. Altogether the study detects several varieties in the above mentioned
variables and shows that the type of financial system is important for them.

JEL: E32; F40; G15; G21; G22

KEYWORDS: Business Cycle, Financial System, Globalization, Life Insurance.
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IS THE IRS A SORE LOSER?

Laura Lee Mannino, St. John’s University

ABSTRACT

Like all administrative agencies, the Internal Revenue Service is given a fair amount of authority to
enforce the laws enacted by Congress. Taxpayers often question the amount of authority granted to the
IRS, and whether such authority is abused. In some situations this questioning of authority leads to
litigation, resulting in both wins and losses for the IRS. From time to time, the IRS will respond to losses
by creating a new rule or amending an existing one. Recent examples in the judicial system highlight the
issue of administrative authority, and beg the question: Is the IRS a sore loser?

INTRODUCTION

Congress delegates certain authority to the Treasury Department through the Internal Revenue Code
(Code). For example, Congress states that “the administration and enforcement of [the Code] shall be
performed by or under the supervision of the Secretary of the Treasury.” In addition, “the Secretary shall
prescribe all needful rules and regulations for the enforcement” of the Code. It is pursuant to these grants
of power from Congress that the Treasury Department and the Internal Revenue Service (IRS) issue
regulations. Taxpayers have questioned the IRS’s powers in a series of recent cases, and the IRS has
responded by exercising even more authority.

RECENT CASES

FICA and Medical Residents

In recent years the IRS has been battling with hospitals over whether stipends paid to medical residents
are subject to Federal Insurance Contributions Act (FICA) taxes. A “student” that works for a “school,
college, or university” is exempt from FICA under an exception in the Code, and many hospitals have
claimed that their residents are students and are therefore eligible for the exemption. The argument rests
on the fact that the purpose of a residency program is to train new doctors and provide them with the
experience necessary to obtain their licenses to practice medicine.

Regulations previously in effect expanded on the statutory language. The prior regulation stated that the
determination of whether an employee was a student would be based on “the relationship of [the]
employee with the organization for which services are performed.” Further, an individual who performed
services “in the employ of a school, college, or university, as an incident to and for the purpose of
pursuing a course of study at such school, college, or university” would be considered a student. In
addition, the prior regulation held that the term “school, college, or university” should be “taken in its
commonly or generally accepted sense.”

Mayo Foundation is a not-for-profit organization having medical education and scientific research as its
charitable purposes. Under the umbrella of Mayo Foundation is the Mayo Graduate School of Medicine
which operates roughly 150 residency programs. Approximately 1,000 residents participate in the
programs at any given time, with a typical residency lasting from three to seven years. Residents are
required to attend lectures, read, and take examinations, however the bulk of their learning is clinical in
nature and occurs from doing rounds with attending physicians. Residents spend anywhere from fifty to
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eighty hours each week doing rounds. They are not hired or fired, but rather must apply and be admitted
into the program. Further, there is no expectation of continued employment after the residency program
is completed. Residents do not pay tuition but instead receive a stipend, which for the years at issue
ranged from $40,000 to $60,000. The taxation of these stipends was the issue in Mayo Foundation v.
U.S.

Both Mayo Foundation and the IRS agreed that the stipends were subject to income tax. However, they
disagreed as to whether the stipends were subject to FICA. Mayo Foundation believed that the residents
were within the student exception and the stipends were not subject to FICA. Mayo Foundation argued
that it was a “school, college, or university” and that its residents were “students,” as those terms are used
in the Code and interpreted by Treasury Regulations then in effect. Since the regulations provided that
the term “school, college, or university” should be taken in its generally accepted sense, Mayo Foundation
provided dictionary definitions to show that it easily fell within the terms. It also provided credible
testimony from residents that the only reason they enrolled in the residency program was to learn.

The government argued, on the other hand, that a “primary purpose” test should be applied in order to
determine whether an organization is a school, college or university. Since Mayo Foundation’s primary
purpose was patient care, argued the government, it should not be treated as a school, college or
university. With regard to whether residents could be considered students, the government argued in the
negative because the services performed by the residents were not “incident to learning” as the regulation
required. The government argued that the opposite was true; because the residents worked between fifty
and eighty hours per week, the learning was incident to the services, and therefore the statutory exception
was not satisfied.

The Federal District Court for the District of Minnesota held for the taxpayer. Mayo Foundation was
considered by the court to be a school, college or university and the residents were considered to be
students. Therefore, the stipends paid to them were not subject to FICA. In its opinion, the court
specifically rejected the arguments put forth by the government. First, the district court pointed out that a
“primary purpose” test shouldn’t be read into the regulation because it did not in fact contain such
requirement. The court further note that even if a “primary purpose” test applied, the taxpayer would
satisfy the test because the taxpayer is a non-profit institution having medical education and scientific
research as its charitable purposes. With regard to the government’s argument as to why residents could
not be considered student, the district court stated that “[t]ime alone cannot be the sole measure of the
relationship between services performed and a course of study.”

Within a few months of its loss in Mayo Foundation, the IRS issued amended regulations. Pursuant to
the amended regulation, an organization is a school, college, or university as that term is used in the Code
“if its primary function is the presentation of formal instruction, it normally maintains a regular faculty
and curriculum, and it normally has a regularly enrolled body of students in attendance at the place where
its educational activities are regularly carried on.”

The amended regulation also changes the definition of student. Although the regulation still states that an
employee shall be treated as a student if the services provided are incident to and for the purpose of
pursing a course of study, it now says that the educational aspect of the relationship between the employer
and employee must be “predominant.” The regulation expands on this predominance factor, stating that
“[t]he evaluation of the service aspect of the relationship is not affected by the fact that the services
performed by the employee may have an educational, instructional, or training aspect. Further, the
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regulation states that a full-time employee — defined as someone who regularly works forty hours or more
per week — cannot be considered a student because the services of a full-time employee are not incident to
education.

It is interesting to note that the IRS’s new interpretations of the terms “school, college, and university”
and “student” were those specifically rejected by the Federal district court in Mayo Foundation.

Statute of Limitations

The IRS is currently litigating an issue relating to the statute of limitations for audits. Generally, the IRS
has three years from the filing of a Federal income tax return to assess an additional tax. However, the
Code provides that the statute of limitations is extended to six years when a taxpayer “omits from gross
income an amount properly includible therein which is in excess of 25 percent of the amount of gross
income stated in the return.” If a taxpayer improperly overstates the tax basis of an asset, the result is an
understatement of income from the sale of the asset. The issue in these cases is whether the
understatement of income that results from an overstatement of basis is considered an omission of
income, thereby triggering the six-year statute of limitations.

The U.S. Supreme Court addressed this issue in 1958 in Colony v. Commissioner. Colony involved a
corporation in the real estate business which overstated the basis of land it sold. The result was an
understatement of gross income that was more than twenty-five percent of the gross income shown on the
return. The IRS argued that the extended statute of limitations applied, and the Court of Appeals for the
Sixth Circuit agreed. However, the U.S. Supreme Court reversed on appeal. The Court examined the
legislative history of the statutory language and determined that Congress intended the extended statute of
limitations to apply only in situations where a taxpayer “actually omitted” an item of income and not
when there are “errors in computation arising from other causes.” The Court further explained:

Congress manifested no broader purpose than to give the Commissioner an additional
[number of] years to investigate tax returns in cases where, because of a taxpayer's
omission to report some taxable item, the Commissioner is at a special disadvantage in
detecting errors. In such instances the return on its face provides no clue to the existence
of the omitted item. On the other hand, when, as here, the understatement of a tax arises
from an error in reporting an item disclosed on the face of the return the Commissioner is
at no such disadvantage. And this would seem to be so whether the error be one affecting
“gross income” or one, such as overstated deductions, affecting other parts of the return.

Accordingly, the Court held that the extended statute of limitations does not apply to understatements of
gross income due to overstatements of basis.

In 2007, the U.S. Tax Court addressed whether Colony applies outside the context of a trade or business
in Bakersfield v. Commissioner. Bakersfield involved a limited partnership which overstated its basis in
oil and gas property. The IRS claimed that Colony only applied in the context of a trade or business, and
since Bakersfield involved an investment the six-year statute of limitations should apply because the
taxpayer’s basis error resulted in a substantial omission of gross income. However, the Tax Court held
against the IRS on the basis that it was bound by Colony and therefore the three-year statute of limitations
applied. The IRS appealed to the Court of Appeals for the Ninth Circuit, which affirmed the Tax Court.
In so holding, the Ninth Circuit noted that the Supreme Court in Colony “did not even hint that its
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interpretation of [the Code] was limited to cases in which the taxpayer was engaged in a ‘trade or
business.” There is no ground for suggesting the Court intended the same language...to apply differently
to taxpayers in a trade or business than to other taxpayers.”

The IRS didn’t give up, however. In 2009, the IRS asked the Tax Court to reconsider its Bakersfield
holding in Intermountain v. Commissioner. The taxpayer in Intermountain, a partnership, filed its 1999
Federal income tax return on September 15, 2000 which contained a loss which was overstated due to an
overstated basis. On September 14, 2006, just one day less than six years later, the IRS issued a notice of
Final Partnership Administrative Adjustment (FPAA). The taxpayer claimed that the FPAA was
untimely because the three-year statute of limitations had long expired. Further, the taxpayer cited
Bakersfield for the proposition that an overstatement of basis does not trigger the six-year statute of
limitations. The IRS, however, claimed that the Tax Court had incorrectly decided Bakersfield.

The Tax Court disagreed with the IRS, stating that Bakersfield “is directly on point.” Expressly declining
the IRS’s “invitation to overrule it,” the Tax Court reaffirmed its holding in Bakersfield and held once
again that the six-year statute of limitations is not triggered by an overstatement of basis.

The IRS issued temporary regulations in September 2009, less than a month after the Tax Court ruled
against it in Intermountain. The temporary regulations state that “an understated amount of gross income
resulting from an overstatement of unrecovered cost or other basis constitutes an omission from gross
income” for purposes of the extended statute of limitations.

QUESTIONS PRESENTED

Is the IRS permitted to create or change a rule following a loss in the judicial system? If so, can the new
rule reflect a position that contradicts a court’s previous interpretation of a statute?

DISCUSSION

The U.S. Supreme Court recently answered the first question with a resounding “yes.” The Court was not
troubled at all in Mayo Foundation v. U.S. by the fact that the Treasury Department changed the
regulations relating to the student exception to FICA as a response to adverse litigation. To the contrary,
the Court stated that it “found it immaterial to [its] analysis that a ‘regulation was prompted by
litigation.”” The Court amplified the point by noting that in the past it has “expressly invited the Treasury
Department to ‘amend its regulations’ if troubled by the consequences of [its] resolution of the case.”

The Supreme Court has stated that an administrative agency’s interpretation will be upheld if Congress
did not speak directly to the question at issue and if the regulation is a permissible interpretation of the
statute. It has been noted, however, that more than one permissible interpretation can exist. Accordingly,
the Treasury Department can amend an otherwise reasonable regulation in response to adverse litigation
as long as the amended regulation is also a permissible, albeit different, interpretation.

Ultimately, Mayo Foundation was resolved by the Supreme Court in favor of the government. The Court
concluded that the amended regulation is a reasonable interpretation of the statutory language. The result
is that medical residents are not students, and the stipends they receive are subject to FICA.
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The current status of Intermountain also favors the government. Reversing the Tax Court opinion, the
Court of Appeals for the District of Columbia recently upheld the current regulation which states that an
overstatement of basis triggers the six-year statute of limitations. Given the current split among the
circuits, however, this issue is far from over.

UNRESOLVED ISSUE

What if the court that had previously interpreted the statutory language was the Supreme Court of the
United States, and it had held that the statutory language is clear and unambiguous such that an
administrative interpretation is unnecessary? Can the IRS still issue a regulation in response to the
adverse litigation? Such is the situation in Intermountain. The current regulation appears to conflict with
the Supreme Court’s holding in Colony. The IRS argues that no conflict exists because Colony involved
an overstatement of basis within the context of a trade or business, whereas Intermountain occurs outside
of such context.

This statute of limitations issue has arisen in other factually-similar cases in several circuits with varying
results. In January 2011 the Seventh Circuit Court of Appeals held for the government in one such case,
Beard v. Commissioner. Following its loss, the taxpayer in Beard filed a Petition for a Writ of Certiorari
with the U.S. Supreme Court. On July 29, 2011, the government filed an acquiescence, which means that
although it agrees with the Seventh Circuit’s holding, the government concurs that the Supreme Court
should hear the case. Given this acquiescence, it is expected by some that the Supreme Court will grant
Certiorari in Beard, thereby resolving the question for all circuits.

CONCLUSION

The Supreme Court has recently reiterated that the IRS is permitted to create or amend a regulation
following a loss in court. As long as the regulation is a reasonable interpretation of the statute, it is not
inappropriate for the new regulation to conflict with a court’s previous holding. Whether that also applies
to holdings of the High Court remains to be seen. The Supreme Court will respond to the Petition filed in
Beard when it resumes in October.
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At the turn of the millennium, the many corporate collapses, business failures and fraudulent financial
reporting scandals tarnished the reputation of accountants, giving rise to a credibility crisis for the
accounting profession. The profession struggled to rebuild its reputation and desperately searched for a
solution. At the same time, the growth of financial markets, resulting in increased investment
opportunities in capital markets and the international orientation of businesses created the need for a
common reporting framework, which would provide reliable and comparable accounting information
across borders. The constantly changing information needs of users of financial reports and the
increasing use of fair value added to the many challenges facing the accounting profession. All this
resulted in a major restructure in the financial reporting framework leading to the development of the
International Financial Reporting Standards (IFRS) and the International Financial Reporting Standard for
Small and Medium-sized Entities (IFRS for SMEs) by the International Accounting Standards Board
(IASB). Almost 66 jurisdictions around the globe have already adopted or plan to adopt IFRS for SMEs
as their principal financial reporting standard for small and medium sized reporting entities, with or
without revisions (IFRS Foundation, 2010). Fiji is not far behind from other developed countries when it
comes to adoption of international reporting standards as this is evidenced by the early adoption of IFRS
by large reporting entities beginning January, 2007 and IFRS for SMEs by small and medium-sized
entities from January, 2011.

Prior literature has mostly examined the impact of IFRS for SMEs on small and medium sized entities
(see, for example, Eierle & Haller, 2009; Alp & Ustundag, 2009; Pasekova, et al., 2010), but so far, there
has been no published work examining the impact of the standard on the accounting profession. The
decision by the Fiji Institute of Accountants to adopt IFRS for SMEs so early since the enactment of the
standards will obviously bring about a number of challenges to the accounting profession in Fiji and
affect the future of the profession in a number of ways. Although accountants in Fiji have demonstrated
that they can deal with the full suite of IFRS, the adoption of IFRS for SMEs, a much simpler form of
reporting, will pose a set of challenges that the profession did not face when dealing with IFRS. This
study therefore aims to examine the challenges faced by the accounting profession in Fiji in adopting
IFRS for SMEs in terms of benefits, limitations, preparedness, capacity, educational resources, training
support and overall transition to the new reporting framework. Understanding the impact of adopting
globalised accounting standards in emerging economies would help us identify the benefits and
limitations of such adoption as well as identify the potential factors that are necessary for a successful
transition, thereby allowing us to better prepare ourselves for the adoption. We conducted in-depth
interviews in order to get perceptions of practitioners on the issue. These practitioners were randomly
selected from the big 4 and the non-big 4 accounting firms in Fiji.

The results indicate that the adoption of international reporting standards by emerging economies are
important decisions, which require considerable thought on the part of standard setters and regulatory
bodies. While benefits from adoption of such reporting frameworks are imminent in developed countries,
it is still too soon to comment on whether such benefits would be realized in emerging economies like
Fiji. The institutional and regulatory frameworks in developed economies is significantly different from
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that in emerging economies and for that reason, reporting standards developed in these economies may
still be complex for reporting entities in emerging economies. Thus, adequate revisions are necessary to
ensure that the requirements of the standard are applicable and suitable to our reportin